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Doctor en Ingenierı́a, área Ingenierı́a Electrónica

Director:
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RESUMEN

TÍTULO: CIRCUITOS Y TÉCNICAS DE DISEÑO PARA SEGURIDAD DE LA INFORMACIÓN EN

UN SISTEMA INTEGRADO ∗

AUTOR: HECTOR IVAN GOMEZ ORTIZ †

PALABRAS CLAVE: Seguridad, sistema integrado, hardware, números aleatorios, establec-

imiento de llave, martilleo de filas.

La tendencia al aumento de dispositivos electrónicos interconectados crea varios desafı́os

técnicos. Uno de ellos es garantizar la privacidad de la información, considerando como la infor-

mación podrı́a extenderse a través de diferentes canales antes de llegar a su destino final. La

garantı́a de privacidad implica diferentes primitivas de seguridad de hardware / software, como

la generación y el establecimiento de claves. Estas dos primitivas desempeñan un papel funda-

mental, ya que las operaciones en cualquier algoritmo criptográfico se basan en claves de alta

calidad y en el establecimiento de una clave de sesión, o tener una clave secreta común. La

protección de la propiedad intelectual es otra preocupación de la industria actual; el acceso fı́sico

a los dispositivos permite un escenario ideal para desarrollar ingenierı́a inversa. La ingenierı́a

inversa podrı́a conducir a la extracción sin la autorización adecuada de funcionalidades o datos

confidenciales que podrı́an usarse para explotar vulnerabilidades y obtener acceso restringido, o

para realizar ataques sofisticados.

Este trabajo presenta tres contribuciones probadas en el área de seguridad de la información

a nivel de circuito abordando los desafı́os mencionados anteriormente. La primera contribución

comprueba la implementación de un establecimiento de clave ligero con una función de cam-

bio de clave rápido, donde se proponen dos implementaciones a nivel de circuito para acelerar

la función de cambio de clave y proporcionar ofuscación. La segunda contribución se enfoca

∗Trabajo de Investigación.
†Facultad de Ingenierı́as Fisicomecánicas. Escuela de Ingenierı́as Eléctrica, Electrónica y de

Telecomunicaciones. Director: Élkim Felipe Roa Fuentes. Co-director: Óscar Mauricio Reyes
Torres.
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en generadores de verdaderos números aleatorios (TRNG) totalmente sintetizables para la gen-

eración de claves de costo bajo. Presentamos dos nuevas arquitecturas para TRNG totalmente

sintetizadas junto con un método para captar la entropı́a, utilizando dos fuentes de entropı́a, con-

siderando que un avance reciente prueba que la extracción de números verdaderamente aleato-

rios requiere más de una fuente de entropı́a. La tercera contribución propone una técnica para

evitar la ingenierı́a inversa mediante el uso de la ofuscación a nivel de layout.

Finalmente, más allá del alcance del trabajo propuesto, también abordamos un problema

de seguridad en las memorias DRAM. Algunos chips DRAM modernos experimentan el llamado

error de martilleo de filas que permite infracciones de seguridad. Para contrarrestar este ataque

desarrollamos una estrategia novedosa a nivel de hardware para mitigar los ataques de martilleo

de filas basados en una celda ficticia. La estructura propuesta ofrece un mecanismo de alerta

para activar las operaciones de actualización del controlador de memoria, evitando el cambio de

bits o la pérdida de información, mientras se realiza un ataque de martilleo de filas.
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ABSTRACT

TITLE: CIRCUITS AND DESIGN TECHNIQUES FOR SYSTEM-ON-A-CHIP INFORMATION SE-

CURITY ‡

AUTHOR: HECTOR IVAN GOMEZ ORTIZ §

KEYWORDS: Security, system-on-a-chip, hardware, random numbers, key establishment, row-

hammering.

The up-trending increase of interconnected electronic devices brings into existence several

technical challenges. One of them is to ensure information privacy, considering how information

might spread throughout different channels before reaching its final destination. Privacy assur-

ance implies different security hardware/software primitives such as key generation and estab-

lishment. These two primitives play a critical role since operations on any cryptographic algorithm

are based on high-quality keys and the establishment of a session key, or have a common se-

cret key. Intellectual property protection is another concern of today’s industry; physical access

to devices enables an ideal scenario to perform reverse engineering. Reverse engineering could

lead to unauthorized extraction of functionality or sensitive data that might be used to exploit

vulnerabilities and get restricted access, or to perform elaborated sophisticated attacks.

This work introduces three proven contributions in the area of information security at the cir-

cuit level addressing the above mentioned challenges. The first contribution validates the imple-

mentation of a light-weight key establishment core with a fast rekeying feature, where two circuit

level implementations are proposed to accelerate a rekeying feature and to provide obfuscation.

The second contribution focuses on offering fully-synthesizable true random number generators

(TRNG) for low-cost key generation. Two new fully synthesized TRNG architectures are intro-

duced along with a method to harvest entropy, using two entropy sources -considering that a
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recent breakthrough proves that extraction of truly random numbers requires more than one en-

tropy source-. The third contribution proposes a technique to prevent reverse engineering using

layout design obfuscation.

Finally, beyond the scope of the proposed work, we also address a security issue in DRAM

memories. Some modern DRAM chips experiment the so-called row-hammering bug which en-

ables security breaches. As a countermeasure, we develop a novel hardware strategy to mitigate

row hammering attacks based on a dummy cell. The proposed structure offers an alert mecha-

nism to trigger refresh operations, avoiding bit-flipping or information loss, while a row hammering

attack is performed.
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INTRODUCTION

The idea of interconnecting devices was foreshadowed decades ago, foreseeing different

human-controlled machines connected to the internet: from radio frequency identification (RFID)

technology to today’s wireless devices featuring different sensing capabilities. The interconnection

of these devices is called the internet of things (IoT), and it offers many applications from smart

home appliances, to wearable transportation and health-care gadgets. The number of intercon-

nected devices capturing and sharing data without human intervention is constantly increasing,

with projections of hundreds of billions of connected devices.

Yet, within the IoT context, a significant challenge remains: how to ensure that the information

that billions of devices capture, process and transmit is secured? Designing low-cost IoT systems

that are robust against information leakage requires to take into account that many interconnected

devices operate with limited energy, memory, and processing capabilities. Besides, IoT security

solutions must comprise integration at hardware, software and application levels, because of the

heterogeneous nature of devices and networks. This integration should take into account that

security is not a priority in many products, and in such a scenario, many vulnerabilities might

appear. Also, time to market pressure reduces development and verification time; therefore, some

products are not developed with strong security considerations.

Needless to say, IoT privacy and security are hot research topics, aiming at preventing per-

sonal and business information leakage from interconnected devices [1], [2], [3]. Lack of security

may not only result in stolen information but poses serious risks to critical systems if, for instance,

devices for health-care and transportation are induced to fail or are susceptible to tampering. A

security system implemented in a cinema, for instance, could face three attack scenarios as Fig. 1

shows. First scenario—Eve1— happens when an attacker hears or manipulates the communica-

tion process to extract sensitive information. Second scenario—Eve2— relates to the smart card

provider or programmer. In this case, an attacker could try to find security breaches by manipulat-

ing the reader and transponder [4]. Third scenario—Eve3— may be linked to a possible system

attack during the third-party fabrication process. An attacker in a semiconductor foundry can ana-

lyze the physical implementation trying to reproduce the hardware employing reverse engineering

and implant backdoors.
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Figure 1. Security system under different attack scenarios.

Encryption, on the other hand, caters a mechanism to achieve privacy targets [5], provid-

ing hardware/software security primitives such as key generation and establishment. These two

primitives play a critical role since any cryptographic algorithm bases its operations on high-quality

keys and the establishment of a session key, or a common secret key.

TRNGS: TRUE RANDOM NUMBER GENERATORS

Development of hardware for cryptography is a challenge considering the need for energy and

area efficient circuits. Cryptographic protocols require many security primitives where key gen-

eration and establishment are some of the most critical objectives. A security system requires

high-quality and unpredictable keys where their generation relies on true random number gen-

erators TRNGs. Therefore, a TRNG is essential security primitive that must have a consistent

statistical behavior as close as possible to uniform distribution to fulfill high-quality standards.

A TRNG uses physical sources as device noise to extract entropy. Physical sources exhibit

non-uniform or biased statistical behavior, which represents a challenge in generating high-quality

keys. A classical method to alleviate the associated bias in entropy sources is to use intensive

computational post-processing, at the expense of reduced throughput. However, restrictive appli-

cations require more straightforward solutions which have motivated designers to propose fully-

digital approaches.

Digital circuit implementation is commercially attractive, considering its inherent robustness

to process and environmental variations providing high yield low-cost circuits. Although digital

TRNGs have been reported [6, 7], there is still a need to apply computing intensive calibration

algorithms [7–9], or the limited application of output bits. Based upon reported results so far,
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Figure 2. Classical public scheme based key establishment.

the design of TRNGs is still an open field which can be explored to bring improved methods and

architectures for robust key generation.

LIGHT-WEIGHT SYMMETRIC KEY EXCHANGE

Once a security system generates a key, a secure sharing system delivers it to the entities involved

in the transactions. This sharing or establishment is also critical in a symmetrical system; if

an attacker can discover the key, the security system is broken. Hence, a robust and efficient

establishment system must deliver the key.

Traditional crypto-systems use public key cryptography based on elliptic and hyperelliptic

curves to establish a session key [10]. Fig. 2 is a classical key establishment using a public

key scheme where two parties in a communication process establish a common secret key with-

out revealing the latter. This kind of crypto-systems are robust, but require computational power

not available in resource-restricted systems. Therefore, a fixed key based system or symmetric

algorithms are preferred in order to deal with the low availability of resources.

Nonetheless, fixed key based systems are too rigid, and once the key is exposed, the whole

security system is broken. Therefore, there exists the need for flexible cryptosystems that use

light-weight algorithms. One alternative is to use symmetric cryptography, which is less complex

than public cryptography, providing low-cost security systems. However, the trade-off between

complexity and security is still open to discussion, requiring efficient hardware implementations
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Figure 3. Revese engineering process using decapping and image processing
tools.

with optimized classical algorithms or using new light-weight algorithm-based encryption.

HARDWARE OBFUSCATION

Strong security primitives are not the only objective that must be fulfilled. Obfuscation is another

requirement due to reverse engineering. With the advance of new technologies, reverse engi-

neering has become feasible and profitable. A securely stored key, a TRNG IP, or possible flaws

in the system are targets for reverse engineering.

Intellectual property (IP) protection is another concern of today’s industry, due to the increased

popularity of reverse engineering. An attacker who aims at performing reverse engineering,

makes use of high-resolution imaging, micro-probing, and side-channel examination [11], as Fig.

3 shows, to extract functionality or sensitive data that can be used to exploit vulnerabilities and get

restricted access or develop sophisticated attacks. The mentioned processes prove how difficult

it is for a designer to protect an IP when an attacker has physical access to the chip.

Hardware obfuscation [12] is an alternative solution which relies on two main approaches:

structural obfuscation and physical obfuscation. The purpose of the structural approach is to

hide the actual functionality of the device-under-attack through techniques such as the insertion

of key-gates [13]. Traditional methods to physical obfuscation exploit camouflaging by designing

look-alike gates with metal and contact dummies [14]. However, using dummy structures implies

area and timing overheads that might impede the adoption of camouflaging in high-performance

applications.
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Figure 4. Security vulnerabilities due to hardware flaws.

HARDWARE VULNERABILITIES

Market demands and industry competition impact security on consumer electronic devices. A

shrinking time to market pushes hardware design to the point where verification time is reduced,

resulting in hardware vulnerabilities that are not detected in pre-marketing phases. For instance,

DRAM memories go through time-consuming verification processes under complex fault mod-

els that are continuously updated due to technology shrinking undesired effects. However, the

question remains whether it is feasible to model all possible scenarios, including those that do

not correspond to regular operation, and how much verification would render a positive cost-

benefit [15,16].

A recent DRAM bug proves that unexplored verification scenarios can produce failures. When

a specific row or address is repeatedly opened (or activated), coupling noise increases leakage

current among adjacent addresses or memory rows. In such condition, the information stored

in capacitance cells leaks faster than refresh operation intervals, resulting in information loss or

privilege escalation [16], as Fig. 4 depicts. These flaws appear due to the lack of a detailed

verification and the strong interaction between memory cells that integration density brings on.

Current verification procedures cannot detect such a failure since the cause does not correspond

to a regular operation case.

The phenomenon of increased leakage current in adjacent rows cells is called row hammer-

ing. Many recent works report this bug in modern DRAM chips. Also, some researches prove

this bug not only allows for intentional information corruption but may also provide privilege esca-
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lation or unrestricted access, which represent severe security issues [17]. This security breach

has driven the development of different hardware and software countermeasures [15, 16, 18, 19].

However, current solutions face a lack of compatibility or unacceptable overheads, and notwith-

standing such countermeasures DRAM chips area still vulnerable to the bug. Therefore, finding

feasible solutions remains an ongoing challenge that requires further work and research.

CONTRIBUTIONS

This dissertation proposes circuits and design techniques that offer low-performance overhead

fulfilling new security requirements. For instance, a robust key establishment and sharing gen-

erally imply public key cryptography which requires power and area hungry implementations. In

contrast, This dissertation proposes a light-weight symmetric key establishment core based on

tree parity machines with a fast rekeying feature [20, 21]. A circuit implementation for a rekeying

feature has not been discussed in detail. Hence, a PRBS with variable length and a masked

output is here proposed to perform the rekeying operation. This PRBS is later reused to gener-

ate initial weights and to create pseudo-random inputs in the synchronization process, reducing

the implementation cost. A post-processed seed using the variable length PRBS adds obfusca-

tion to the rekeying, increasing the hardening of the system. Besides, a figure-of-merit (FoM) is

proposed, based on a cyclic redundancy check (CRC) implementation in order to estimate TPM

implementation cost ratio, showing the scalability of the circuital architecture. A CRC implementa-

tion is appropriate as a measurement reference for size and power specifications since common

low-cost systems usually use well-known CRC algorithms to detect errors.

Key generation is another critical objective in security systems due to the need for high-

quality and near impossible to predict numbers. This generation relies on TRNGs, and their

vulnerability to process and environmental variations makes TRNG design a challenge, even us-

ing fully-digital approaches. Therefore, high-quality keys implementation generally require high-

complexity TRNG circuits with post-processing and calibration stages. To address the mentioned

issues with low-complexity circuits, this dissertation proposes two fully-digital architectures and a

methodology to boost entropy. First, a fully-synthesized TRNG design with a fast post-processing

stage is offered [22,23]. A pure-combinational parallel cellular automaton based post-processing

stage is implemented in contrast to conventional sequential strategies. This dissertation demon-
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strates the proposed post-processing stage alleviates truncation of output bits, enhancing sta-

tistical data properties. Secondly, a fully-synthesized TRNG architecture is proposed, offering a

multi-throughput operation by way of a new multi-throughput multi-mode ring oscillator that uses

an inverter cell bypassing strategy [24]. The proposed TRNG achieves a multi-throughput oper-

ation with similar features to the original multi-mode approach. Finally, a methodology to boost

entropy in low-cost TRNG chips is introduced [24]. Due to non-idealities, physical entropy sources

do not achieve enough quality to pass security standards. Hence, a TRNG needs more than one

entropy source to extract high-quality numbers. A two-source extraction methodology is adopted

in this dissertation in order to propose low-complexity circuit implementations of low-cost two-

sources TRNG chips.

An additional concern of today’s industry is the exposure to reverse engineering of security

primitives or other intellectual property. Current countermeasures used to provide intellectual

property protection still present flaws or unacceptable overheads. Instead, as a low-overhead

solution, this dissertation shows the development of a method to obfuscate digital circuits at a

layout level [25, 26]. An on-fly standard cell generator is used to feed an obfuscation algorithm

that includes random layouts of the same standard cell. The algorithm performs this feeding for

different cells depending on the desired obfuscation level. In this way, reverse engineering will

take too much time as an attacker does not know which layouts correspond to a specific logic

function. The proposed algorithm achieves one of the lowest overhead compared to the state

of the art physical obfuscation techniques. This low overhead is achieved due to the obfuscated

designs occupy the same area as the originals, and it does not modify the critical path, reducing

the timing overhead. This method also achieves a similar security level to other state-of-the-art

layout-level camouflage techniques.

As a complement of the leading research line, this dissertation addresses a current hardware

bug in the DRAM memories not fixed yet. The bug, called row-hammering, is still present in mod-

ern DRAM chips using current countermeasures whereas other countermeasures are prohibited

due to the associated overhead. As an alternative solution, a hardware strategy is developed

in order to mitigate the so-called bug using a dummy cell that does not alter the memory archi-

tecture adding low overhead [27–29]. This dissertation shows that a dummy cell with increased

susceptibility to leakage current could work as a row hammering attack indicator. We proved that

a dummy cell always loses its information before a standard cell under a row hammering attack.
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Thus a proposal to attach dummy cells to each DRAM row is shown, storing the same information.

In this way, a memory controller can verify the information in dummy cells, refreshing a specific

row when it detects a dummy cell loses its charge. This approach achieves a low-area overhead

due to the DRAM array only requiring one dummy per row. This solution also provides with low-

performance overhead since the additional refresh operation only appears in the presence of a

row hammering attack.

DISSERTATION PREVIEW

This dissertation is organized into six chapters. Chapter 1 discusses the proposed key establish-

ment architecture with a fast rekeying feature. Chapter 2 discusses two fully-synthesized TRNG

architectures and a methodology to boost entropy using two entropy sources. Chapter 3 presents

a method to camouflage digital circuits at a layout level. Chapter 4 discusses a hardware strategy

to mitigate the row hammering bug in DRAM chips. Chapter 5 concludes this dissertation.
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1. LIGHT-WEIGHT KEY ESTABLISHMENT ARCHITECTURE

A low-area ASIC implementation of a fully-synthesized symmetric key establishment architec-

ture based on tree parity machines (TPMs) in 130nm and 65nm standard-cell CMOS technologies

is presented. The proposed circuit architecture has a rekeying characteristic enabled by two new

circuit implementations. The behavioral simulations shows that synchronization time can be re-

duced from 1.25ms to less 0.7ms with a weight misalignment of 20% in rekeying mode. Relative

area and power consumption are studied by comparing synthesized TPMs with an implementation

of a CRC16 error detection code used within security applications. Scalability of the architecture

is shown by mean of a proposed figure of merit. Further verification is applied for fabrication in

130nm CMOS technology.

1.1. INTRODUCTION

The growth of the amount of data that is stored, transmitted and shared has imposed serious chal-

lenges in protecting sensitive information. This increase results in more security flaws because

the protection itself resides in the networks and in the ability to have complete control of data.

Therefore, the way of implementing information security is changing to data-centric because the

data travel longer distances and can be accessed by different users [30].

The need for modern security systems is more evident with the increasing interest in the Inter-

net of Things (IoT). The connectivity of things increases the data flow and thereby the information

that needs to be protected. Moreover, the security must be integrated with these systems without

affecting their implementation cost while considering that this integration should be at three levels:

hardware, software, and applications.

The cost of security integration should be taken into account to decide what is the proper

implementation. Software-based implementations are flexible but they consume excessive re-

sources. Solutions in hardware level are important alternatives to avoid the resource consumption

of their software counterpart. Therefore, reduced hardware implementations help to optimize the

resources available for cryptographic primitives in restrictive systems [31].

Protection of sensitive information faces other problems such as physical attacks. Hardware-
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based solutions provide inherent protection against this kind of attacks, increasing the information

security. Part of this important information is called “keys” and they determine the performance of

the security system.

Keys need to be generated and shared with the intended users. Both processes imply special

considerations in order to have the proper level of security. Key generation is performed through

primitive functions such as true random number generators that need to accomplish standard

statistical qualities. Accordingly, once the key is generated, it is ready to be shared.

In many cases, the associated cost of sharing or establishing a key result in the usage of

fixed keys. Security in a system with a fixed key depends on the secrecy of this key. Popular

attacks are focused on finding flaws in the key management, that can reveal the secret key [32].

In addition, the implementation of cryptosystems in hardware level limits their flexibility, eliminating

the possibility of updating the fixed key or any other security feature.

The establishment of a shared key pair is generally performed through an insecure channel.

Therefore, key establishment is based on public cryptography using elliptic curves and hyperel-

liptic curves. This establishment is very common in embedded systems in order to impede an

unintended person extracting information from the channel [10]. However, public cryptography is

a software-based solution making the integration in low-cost systems difficult.

Neural cryptography presents a hardware-friendly alternative to implementing key establish-

ment in a completely symmetric way [33]. The usage of tree parity machine (TPM) neural networks

in synchronization mode provides an algorithm to perform key establishment with low computa-

tional resources. Only a few implementations are reported with incomplete information of final

resource usage such as in [10], [32], [34], and [35]. Volkmer [10], [32], proposes an architecture

for FPGA in which power consumption is not reported. On the other hand, Mühlbach [34], [35]

proposes a synthesized-architecture on FPGA and 180nm CMOS technology in which area is not

reported. In addition, Volkmer and Mühlbach do not report experimental results with resources

budget.

One interesting feature of the establishment based on neural cryptography is the ability to

update the final key very fast. Once, the key is established, the neural networks remain syn-

chronized, updating the key continuously. The way of implementing this process, called rekeying,

is open to different proposals and give the flexibility that many hardware-based systems do not

provide.
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This dissertation proposes a more secure key establishment algorithm with a rekeying feature

enabled with two new circuit implementation techniques [21]. First, full control over stored infor-

mation in a memory device is provided by a modified datapath. Second, additional obfuscation

is added by a proposed variable-length pseudo random binary sequence (PRBS) generator to

increase the complexity for attackers without significant impact on the resources required. Fur-

thermore, a detailed implementation of a fully-synthesized TPM core to perform key establish-

ment in 130nm and 65nm CMOS technologies is presented. Analysis of resource consumption is

made by comparing TPMs implementations with CRC16 error code detection showing the relative

consumption to a commonly used circuit in communication systems. A figure of merit (FoM) is

proposed to set criteria for comparing different TPM implementations including the key length.

1.2. NEURAL CRYPTOGRAPHY: TPM ALGORITHM

Neural cryptography is an alternative to achieve key establishment in light-weight applications

using a special property: two randomly initialized neural networks learning from each other can

get synchronized among themselves [36]. These particular feed-forward neural networks, hav-

ing one layer of hidden units, are called parity machines (PM). Both networks have common

inputs and exchange information about their outputs. In case of agreement, the two PMs are

trained by a Hebbian rule based on their mutual outputs, resulting in many cases in a complete-

synchronization state of synaptic weights. This behavior can work as a possible key exchange

protocol for data transmission because it is difficult for an attacker to reveal the common parame-

ters after synchronization [33].

Multi-layer feedforward PMs (tree PM or TPM) show better performance in synchronization

mode. A TPM structure has three layers as shown in Fig. 5. The input layer has N non-overlapping

binary inputs that are random and common to the networks. There is also one hidden layer with

K units (with an input field of K ·N) and bounded discrete weights w
A/B
kj ∈ [−L,L]. Finally, one

binary output OA/B(t) ∈ {−1, 1} is calculated by a parity function of the signs of summations [10].

Through the process of synchronization it is possible to obtain a common key transmitting

information that is not directly related to the key itself. Therefore, a key exchange based on TPM

can be used as a complement to another type of encryption to increase security [10]. The final
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Figure 5. Tree parity machine(TPM) neural network.

key length depends on the TPM parameters and is given by:

KEYlength = log2((2× L+ 1)KN ). (1)

The synchronization state remains once the TPMs establish common synaptic weights. How-

ever, these weights are continuously updated due to the pseudo-random behavior of the neural

networks, resulting in new and equal synaptic weights every synchronization step. Therefore, a

fast and easy process of key updating (rekeying) can be carried with this type of establishment.

The usage of the rekeying feature has a disadvantage. If more information is transmitted, the

possibility of predicting the key is increased. Therefore, the rekeying process should be carefully

implemented to avoid revealing sensitive information to an attacker.

1.3. SYMMETRIC KEY ESTABLISHMENT ARCHITECTURE BASED ON TPMS

Hardware-based encryption engine in wireless applications make use of symmetric key algorithms

—due to their light-weight calculations— to provide security with low resources. Because of what

has been discussed up to this point regarding hardware based encryption, an architecture based

on TPMs is an interesting alternative due to the associated light-weight calculations.

The datapath of the developed architecture is shown in Fig. 6. A serial data flow is used to

compute the output. The architecture uses a PRBS based on a variable-length linear feedback

shift register (LFSR), as shown in Fig. 7. The variable characteristic is implemented using a mux

to select what registers are used as feedback, and the serial output of the PRBS is selected in the
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Figure 6. TPM’s serial datapath architecture. The datapath features a
pseudo-random number generator that establish the initial weights using a
secret seed and it is reused to generate the necessary common inputs.
Obfuscation is added by complementing the pseudo random generator with a
variable length feature and masking its output.
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same way as the feedback signals (depending on the required length). Furthermore, a random

count enables the PRBS output in order to set the initial synaptic weights From any part of the

generated sequence, the final output is selected and masked with logical gates. It is possible to

choose all of these options externally and randomly. Besides, the LFSR provides pseudo-random

inputs with fixed options using the serial output feature in order to develop the synchronization

process.

The datapath uses two’s complement notation, hence the necessary word length for the

weights is log2(L) + 1. A comparator is used after the PRBS output to ensure the weights bound-

aries. A RAM memory stores all the synaptic weights. Being the dataflow serial, weights are

modified one at time, according to their sign and the inputs’ sign in the two’s complement block.

Then the accumulator adds every result from each hidden node in the network. The serial-parallel

register stores the resulting sign of every unit in the hidden layer and calculates the final parity

(TPM output). The activation register verifies which of the hidden nodes have to be modified pro-

ducing an activation signal for the adder-subtracter in the learning phase where the weights are

updated based on a Hebbian rule easily implemented with an XOR operation. Finally, the serial
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Figure 7. Proposed PRBS with variable length and masked output. The PRBS
bases its operation in an LFSR with a muxing strategy in order to primitive
polynomials of different degree. PRBS’s parallel output is used for weights
initialization and includes a combinational mask. The PRBS’s serial output
delivers the binary inputs for the serial dataflow.
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register stores all of training inputs producing the adequate output for the computing and learning

stages.

The objective of the architecture, once synchronization occurs, is the fast rekeying. In order to

protect the key, the proposed rekeying consists in randomly modifying a part of the synchronized-

synaptic weights and rerunning the synchronization process; as consequence, the synaptic weights

can be aligned faster than in the initial procedure. Previous works ( [32, 35]) are not clear about

their rekeying strategy and implementation or directly use the inherent successive key generation.

In order to further hindering attacks from hackers, this dissertation proposes additional inputs to

access the memory device, providing with full control over stored information in order to change

partial weights and re-starting the synchronization process. Moreover, the proposed PRBS allows

to pseudo-randomly change these weights, choosing at random the length of the primitive poly-

nomial and the combinational mask. These features improve the statistical properties of rekeying

and also obfuscate the process.
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Figure 8. TPM’s finite state machine. The FSM has four configuration stages
that set the initial weights and prepare the PBRS for delivering the binary inputs.
The FSM also has six computing stages that carry on the synchronization
process obtaining the parity of the units of the hidden layer and updating the
weights in case of agreement with the other party.
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A ten stages finite state machine (FSM) is used as control unit. The objective of the FSM is

to allow data serial calculation besides providing control over the proposed-rekeying feature. The

FSM uses a pre-initialization to store the initial pseudo-random weights and after the synchroniza-

tion process the FSM allows the modification of the aligned weights in two ways: a completely

arbitrary modification or using the proposed PRBS to provide with better statistical properties.

The FSM can be divided into two parts. The first part, framed in red in Fig. 8, consists of the

states one, two, three and ten. The three states control compose the necessary configuration of

the TPM in order to perform a key establishment, by setting the seed of the PRBS, loading the

synaptic weights and defining the inputs of the network. State ten enables the rekeying charac-

teristic, and reviews and updates the synaptic weights once a synchronization process is done.

The second part of the FSM consists of the states four to nine in the blue box in Fig. 8. These

states guide the serial calculations of the datapath. The count of the synchronization steps taken

is stored in order to stop the computation process if the alignment does not occur in a determined

number of steps. Once the synchronization process is done or interrupted, the FMS waits for a
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Figure 9. Complete TPM link with built-in testing platform using a serial
peripheral interface(SPI). The circuit uses two independent PRBS for each TPM
and the whole process is controlled and verified with the SPI. Final weights are
always stored in SPI registers.
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complete new synchronization or a rekeying process.

The synchronization is verified by implementing a TPM link with two different networks learn-

ing from each other. The checking of the TPMs alignment is performed by counting successive

equal outputs in a sufficiently large number of iterations as indicated in [32]. Figure 9 shows the

complete architecture for verification indicating the usage of two different PRBS for each network.

A watch module is added to limit the maximum number of synchronization steps in case that TPMs

does not achieve the alignment of their synaptic weights. The way of controlling and verifying the

synchronization process is through a serial peripheral interface (SPI) which by means of a regis-

ter modifies the necessary inputs and loads the seeds required by the PRBS. The SPI interface

can capture at any time the output information of the TPMS such as synaptic weights, the binary

outputs, and even the PRBS sequence in order to fully verify the proper operation of the link.

1.4. RESULTS

Testing of the architecture features was carried out through the execution of 100 synchronization

iterations operating at 350MHz. The synchronization process is validated by randomly initializing

the two TPMs. The initialization is achieved by loading two different seeds for pseudo-random

generators every time the process is re-started. The watchdog count is fixed to 400 synchro-

nization steps as Volkmer [32] suggests, in order to interrupt the process when there is a high

probability of having the weights properly aligned.
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Figure 10. Example of misalignment in the rekeying process. Some TPM’s
stored weights are randomly changed for both TPMs, once synchronization
happens. The new value, as well as the address of the updated weights, are
randomly chosen.
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Once the watchdog interrupts the synchronization process, the rekeying characteristic is

tested. The testing process was carried out by misalignment the weights, as shown in Fig. 10.

Initially, the TPMs have different synaptic weights in the synchronizing stage. Once the weights in

both TPMs become equal, the alignment is achieved. Then, the weights are randomly misaligned

by about 20 % as shown by the example with blue numbers in Fig. 10, meaning that at least

four of the 42 positions of the weights are changed in both TPMs. This change implies different

address of the datapath memory for the four positions of each TPM.

During this process, the different features of the PRBS are tested. The testing procedure

randomly chooses a specific PBRS polynomial degree, and it applies a different mask to the

output, selecting different output bits since the PRBS output always has more bits than required

for weights representation.

Figure 11 shows the entropy for the resulting weights in the synchronization and rekeying

process thought iterations. For the synchronization process, Fig. 11a depicts the resulting entropy

with a total of 92 % successful synchronizations. In average, the effective length of the final key

is 96 bits of the 132 bits predicted by the equation (1).

Figure 11b shows the entropy after the rekeying process. In average the effective length of the

key is 97 bits, better than after the synchronization process. The rekeying process considering a

20% of misalignment has a percentage of successful synchronization of 100%. In this case, only

the 92 iterations with a successful initial synchronization were considered.

The extraction of the synchronization time in the initial alignment and in the rekeying process

is shown in Fig. 12. The distribution of the initial synchronization times in the 92 iterations of the
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Figure 11. Entropy of the established key through different synchronizations and
rekeying process. Fig. 11a shows an entropy of 96bits for the final key in 92
different events of synchronization each of them with initial weights chosen at
random. Fig. 11b shows the key entropy after the rekeying process using a
synaptic weights misalignment of 20 % approximately. The results show how the
weights’ entropy is not affected for the rekeying process showing a value of
97bits.
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study are shown in Fig. 12a . In this case, the distribution can be adjusted to a normal distribution

with a mean of 1.25ms and standard deviation of 0.49ms.

Rekeying features are also analyzed with the same case study with 92 iterations. Figure 12b

shows how the distribution of synchronization time is biased. In this case, the synchronization

time has more than 90 % of probability of being less than 0.7ms. With these conditions, the

alignment process takes about half of a typical one.

Another case of a rekeying process is shown in the Fig. 13. Here, the misalignment is

changed to study the influence of this parameter. As expected, reducing the misalignment to

15% implies that synchronization is achieved in less time with a 90% of probability of being under

0.6ms. Therefore, the control of this parameter can be used to estimate more precisely the time

that the link needs to establish the key.

The number of used steps to achieve synchronization is about 230. When the rekeying pro-

cess is carried on, the number of steps is reduced, agreeing with the time analysis done. Using a
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Figure 12. Distribution of the synchronization and rekeying time. Fig. 12a shows
the distribution of the synchronization time during 92 iterations. Fig. 12b shows
how the synchronization time is reduced if only a partial misalignment in
rekeying process is applied. The distribution is biased to less than 0.75ms.

(a) (b)

Figure 13. Distribution of the synchronization time after rekeying using a
misalignment of 15%.

misalignment of 20% the number of steps is reduced to 88 on average with a similar distribution
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Table 1. Library corners.

Corner Process Voltage
[V]

Tempera-
ture
[◦C]

Worst
case Slow-Slow VDD-10% 125

Typical
case

Typical-
Typical VDD 25

Best case Fast-Fast VDD+10% -40

Table 2. TPM used cells.

Process Sequential Inverters +
buffers logic

Worst case
130nm 347 100 573
65nm 347 116 562

Typical case
130nm 347 104 570
65nm 347 120 568

Best case
130nm 347 107 562
65nm 347 113 566

of the synchronization time. When the misalignment is 15%, the number of steps is reduced to

65, therefore, being the results congruent with the distribution of synchronization time.

1.4.1. Results from synthesized circuit Two different TPMs have been fully-synthesized

and verified in two different technologies implementing the RAM memory with registers. The

synthesis process is performed by using the different corners available in both technologies

130nm@VDD=1.2V and 65m@VDD=1.2V, corresponding to those exposed in Table 1. Synthe-

sized TPMs have an input field of 42 (N=14 and K=3) with synaptic weights of four given an

approximate key length of KL = log2((2 × 4 + 1)42) ≈ 133bits. Concordance of results is evi-

dent with the number of sequential cells, which is 347 for both technologies, as shown in Table 2.

Moreover, logic cells and the usage of buffers and inverters are similar.

Timing constraints considering the non-ideal clock network provide the maximum operating

frequency for the three corner cases and Table 3 shows that this frequency corresponds for 65nm
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Figure 14. TPM layout in 130nm. Final area consumption is 160µm×160µm with
a double power ring of 3µm of width.

and 130nm to 434MHz and 350MHz respectively in the worst-case condition. More accurate

measurement of power consumption is achieved by extracting the activity factor of cells. Table 4

summarizes the energy and area specifications in order to verify how the performance scales with

frequency.

Table 3. TPM synthesis results.

Process Area [µm2] Energy
[µW/MHz]

Max.
Freq.
[MHz]

Worst case
130nm 16600 19.4 350
65nm 4800 7.6 434

Typical case
130nm 16600 22.4 500
65nm 4800 8.7 667

Best case
130nm 16600 31.5 770
65nm 4780 10.2 800

A post-synthesis evaluation of the synchronization process is carried out with the same strat-

egy as the behavioral simulations. In both technologies, the TPMs achieve the alignment of their

weights in about 200 steps with 40000 clock cycles resulting in about 200 clock periods per train-
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Figure 15. TPM layout in 65nm. Final area consumption is 90µm×90µm with a
double power ring of 3µm of width.

Table 4. Power and speed performance for different frequencies on a 130nm and
65nm process, using typical corners.

Process Energy [µW/MHz] Freq. [MHz]
130nm 39 1
65nm 19 1

130nm 28.5 10
65nm 15.3 10

130nm 22.4 100
65nm 10.2 100

ing. The resulting cycles and steps agree with those reported by [32] and [35] for keys around

128 bits considering an ideal communication channel. Also, the rekeying procedure allows for the

reduction of the synchronization steps to 80, since the weights are partially aligned at the time of

restarting the system.

1.4.2. Chip layout Layout for both technologies is built by using the synthesis results of

worst-case library and taking into account the clock tree specification. Figures 14 and 15 show

the final layout for both technologies with power rings. Besides, figures highlight the area and

placement of datapath and FSM, which help to verify the accomplishment of constraints. Final

layouts areas are 160µm×160µm and 90µm×90µm for 130nm and 65nm respectively wherein

45



Figure 16. The final layout in 130nm of the complete TPM link. In the upper high
corner the SPI interface is shown. Final area consumption is 400µm×400µm
with a double power ring of 10µm width.

both cases the datapath occupies most of the area.

A chip was sent to fabrication in 130nm. Fig. 16 shows the layout in 130nm technology for

complete testing. The area is 400µm×400µm including the SPI interface. Two different links com-

pose the final chip. The links consist of two pairs of TPMs, each one with different key lengths.

The expected key of the two links is over 128 bits that is a typical value used in cryptographic

standards such as the Advanced Encryption Standard (AES). The difference between the imple-

mented TPMs is the input length, odd input length (N=11) and even input length (N=14), and the

bounded weights ([−4, 4] and [−7, 7]).

Figure 17 shows chip’s sign-off layout. A power grid was created to minimize IR drop and

electro-migration issues. Moreover, empty space is used to put decoupling capacitors.

An RC extraction of the chip’s layout was performed to verify further that there was nor IR drop

neither electromigration issues. This extraction was also used to carry on transient simulations in

order to compare these results against behavioral and post-place and route results. Simulations

result shown a proper operation, achieving the expected maximum operating frequency.

1.4.3. A cyclic redundancy check (CRC) implementation Communication sys-

tems typically use error correction and/or detection coding strategies such as CRC and Hamming.
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Figure 17. Complete sign-off layout of a whole TPM link. A power grid and
decoupling capacitors are used to improve reliability of the chip.

Figure 18. CRC16 block diagram used as a reference.
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Wireless systems such as smart cards use CRC due to the algorithm’s computational efficiency

to detect errors in data transmission. For example, Lee [37] proposes the use of a CRC16 in an

RFID passive tag with cryptographic functions where the main limitation is that power supply that

comes from the tag antenna. Moreover, this kind of tag should be not only power efficient but

also area efficient to reduce chip cost. The impact of cryptographic functions such as the TPM

algorithm in area utilization can be estimated by making a comparison with other components

implemented within security applications, as for example, CRC16.

Communication systems typically use error correction and/or detection coding strategies such

as CRC and Hamming. Wireless systems such as smart cards use CRC due to the algorithm’s
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Table 5. Number of leaf cells used to implement a CRC block.

Process Sequential Inverters +
buffers logic

130nm 16 7 66
65nm 16 8 66

Table 6. CRC synthesis results and comparison with TPMs using the proposed
FoM at worst corner case.

Process Area [µm2] Energy
[uW/MHz]

Freq.
[MHz]

FoM
[bit−1]

130nm 930 1.7 350 1.53
65nm 282 0.93 350 1.34∗

∗Energy for TPM at 350MHz is 9.8uW/MHz.

computational efficiency to detect errors in data transmission. For example, Lee [37] proposes the

use of a CRC16 in an RFID passive tag with cryptographic functions where the main limitation is

that power supply that comes from the tag antenna. Moreover, this kind of tag should be not only

power efficient but also area efficient to reduce chip cost. The impact of cryptographic functions

such as the TPM algorithm in area utilization can be estimated by making a comparison with other

components implemented within security applications, as for example, CRC16.

Figure 18 shows the implemented CRC16 block used as a reference. The CRC’s features

programmable characteristic in order to check different generator polynomials. Table 5 gives a

summary of total leaf cells needed to implement the CRC with 16 sequential cells for both 130nm

and 65nm technologies using the worst case library. Area and power specification are given in

Table 6, including operation frequencies.

Quantification of comparison between TPM and CRC16 implementation is made through the

proposed figure of merit (FoM) given by equation(2). The FoM includes area and energy con-

sumption, besides taking into account the key length of the establishment process. This FoM

allows the comparison of different implementations based on the resources consumption and the

effective key length, being better the implementation with the minimum FoM value. The FoM for

related works such as those reported by Volkmer [10], [32] and Mühlbach [34], [35] cannot be

calculated due to the absence of used resources. Moreover, neither system integration nor layout

is reported by Volkmer and Mühlbach.

48



Figure 19. Micro-photograph of fabricated TPM.

Table 7. Elliptic curve establishment core vs TPM core.

logic gates Energy [uW/MHz] Freq. [MHz]
[38] >6000 60 0.5

This work ∼1000 54.7 0.5

FoM =

(
EngineEnergy

CRC16Energy
× Enginearea
CRC16area

× 1

Keylength

)
(2)

Table 7 summarizes a performance comparison of the proposed estabishlment core and the

work presented in [38]. Houss et al. [38] present different establishment cores based on elliptic

curve in a 130nm CMOS technology. Table shows that the core here proposed uses less logic

gates with a similar energy efficiency, illustrating how the low complexity algorithm used enables

a compact core implementation.
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1.5. ON THE KEY ESTABLIHSMENT ENERGY EFFICIENCY FOR WIRELESS

IOT NODES

As mentioned before, security schemes for restricted devices such as most IoT nodes often use

fixed key systems to avoid the associated resources that key updating implies, but physical attacks

have demonstrated that is possible to reveal a stored fixed key. Flexibility is another reason

why key updating is an interesting option due to cryptographic algorithms may use different key

lengths for encryption. However, a key establishment implies information exchange, and not only

the energy efficiency of the algorithm must be taken into account but also the associated cost of

transmitting/receiving information.

For instance, Janhunen et al. [39] offer an IoT wireless node for harvesting applications. The

communication system uses a commercial chip developed by Texas Instruments. The chip has a

Bluetooth transceiver with a payload of 13bytes and a microcontroller. The energy during trans-

mission is about 31µJ in a time window of 2.5ms that includes package preparation, radio trans-

mission and radio deactivation. Assuming the proposed TPM requires 200 data exchanges, the

energy cost for a complete synchronization is 6.2mJ. This energy may be reduced if a modified

TPM data exchange is used [40], [32]. Instead of using only one bit per transmission, the system

can generate a package of ”b” bits TPM generated outputs. For instance, if a package of 32bits

is used, the synchronization time increases(number of TPM single output bit) but due to every

transmitted package composes of 32 bits the number information exchanges is reduced. With a

package of 32 bits, the synchronization time might increase about three times (600 for the pro-

posed TPM) [40], but the information exchanged is reduced by the package bit-width, resulting in

the need for only 600
32 ≈7 packages exchanges and corresponding energy consumption of 217µJ.

Finally, the TPM package variant also improves the usage of transceiver payload considering in

the one bit per transmission version, most of the payload is unused.

1.6. CHIP MEASURMENT ISSUES

Fig. 19 shows the micro-photograph of the fabricated chip. Despite having fully verified the

behavior of the post-synthesis and post-place-and-route circuit, no measurement was possible.

Integration issues caused that some inputs were left open such as the main clock and one con-
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figuration register. Besides, pad configuration pins were shorted to a supply voltage in a way that

some pads were always disabled. As a consequence, the prototype could not be tested.

1.7. CHAPTER SUMMARY

A fully-synthesized TPM core in 65nm and 130nm technology has been presented. The proposed

TPM implementation enables the key establishment and rekeying using a serial datapath and

a FSM to control the process of synchronization and rekeying. A post-processed seed using

variable length PRBS adds obfuscation to the rekeying, increasing the hardening of the system.

Two proposed circuits techniques were implemented to reduce implementation cost. An improved

rekeying feature is achieved by using a PRBS with variable length and a masked output. This

PRBS is reused to generate initial weights and in synchronization process to generate pseudo

random inputs in order to reduce the implementation cost. Simulation results show the proper

operation of synchronization and rekeying features of the proposed architecture.

The entropy of the final key shows that TPMs achieve an effective length close to the esti-

mated value. Moreover, the synchronization time is studied for 100 hundred iterations resulting in

a probability of weights alignment of 92%, taking 1.25ms in average to synchronize. The rekey-

ing characteristic is checked by restarting the synchronization process with a misalignment in the

synaptic weights. The misalignment is applied in different memory addresses at random, obtain-

ing the new weights from the PRBS. The features of the PRBS are activated also at random in

order to verify the whole functionality of the architecture. The simulations results show that with

a misalignment of 15 and 20% the synchronization time is less than 0.7ms in more than 90% of

cases. The synchronization steps are reduced from 220 (typical establishment) to less than 100.

This proposed implementation can be used in low-cost systems such as in radio-frequency

identification (RFID) where symmetric cryptography is mandatory for security purposes, implying

the need of a shared key. Common low-cost systems usually use well-known CRC algorithms

to detect errors. Therefore, a CRC implementation is appropriate to be used as a measurement

reference for size and power specifications. A FoM is proposed to study resources consumption

relative to CRC16 implementation showing the scalability of the circuital architecture.
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2. INTEGRATED RANDOM NUMBER GENERATOR

In this chapter, we present two fully-synthesized TRNG architectures. First, a TRNG en-

hanced with a cellular automaton based post-processing stage is shown. The TRNG is tested

in an FPGA platform. Then, a multi-throughput TRNG using a multi-throughput multi-mode os-

cillator is proposed. Finally, measurement results of the fabricated chip implementing the multi-

throughput approach on a 180nm technology are presented.

2.1. INTRODUCTION

The internet of things (IoT) may be defined as the interconnection among things/devices that

allows them to exchange data. IoT applications are many, from smart home appliances to wear-

ables, transportation, and health-care. Recent projections foresee hundreds of billions of con-

nected IoT devices, with a market worth billions of dollars by 2025 [41].

But interconnecting devices raises challenges such as: creating knowledge or extracting

meaningful information from the vast amount of raw data captured; or ensuring privacy in de-

vices that most of the time use wireless communication, besides having a minimal computational

capacity for implementing robust security solutions [1]. The mentioned issues related to security

might bring vulnerabilities, making systems hackable or susceptible to information leakage. Such

broad exposure results in the necessity of replacing the classical security approaches.

Data-centric security has appeared as an alternative to replace traditional security schemes.

With a data-centric approach, a security system can maintain better control of the users that

can access or change the information. Besides, this type of security model requires the use of

encryption with high-quality keys. Generation of these keys involves security primitives called

True Random Number Generators (TRNG). TRNGs base their operation on entropy sources from

a natural physical phenomenon, such as device noise [42].

Device noise provides entropy sources that can achieve high-quality standards. However, en-

tropy sources may produce biased streams due to environmental and process variations. Biasing

makes TRNG’s output predictable, which means vulnerabilities. The need for a biasing mitigation

strategy and low complexity circuits has increased the interest in digital domain entropy sources.
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Digital circuits are more straightforward to implement than analog ones with inherent robust-

ness to process, voltage and temperature (PVT) variations [7, 8, 43]. Inherent robustness helps

reducing complex calibration schemes. However, TRNGs by themselves do not always achieve

high-quality standards, requiring a post-processing stage [44]. Computational intensive post-

processing can improve statistical qualities, but this solution might not be longer valid in restricted

environments such as wearable or sensor nodes. Therefore, limited systems require low-cost

TRNG IPs, which still must pass statistical standards.

Another issue of using post-processing is throughput limitation. Extracting few bits will guar-

antee better statistical performance, but reducing the effective amount of generated bits. Although

digital TRNGs have been reported without post-processing [6,7], there is still a need to apply com-

puting intensive calibration algorithms [7–9], or the limited application of output bits. Based upon

mentioned issues and current approaches to mitigate them, the design of TRNGs still needs more

exploration to bring robust circuit implementations, fulfilling the required quality standards.

2.2. TRNG WITH A CELLULAR AUTOMATON BASED POST-PROCESSIN STAGE

This section reports an all digital TRNG with a low overhead post-processing stage. The entropy

source corresponds to multi-mode oscillators organized in four pairs of different number of inverter

stages to analyze the trade-off between throughput and statistical qualities. The post-processing

stage bases its operation on a pure combinational implementation of an array of cellular automa-

ton, operating over 1GHz without affecting TRNG throughput. The proposed scheme enables high

throughput operation using ring oscillators of 15 inverter stages with good statistical qualities after

post-processing. An FPGA implementation enables a verification applying NIST tests, passing 12

tests with reduced truncation. The TRNG is synthesized in a 130nm technology;details about the

integration are also provided in this section.

2.2.1. Cellular automata background Cellular Automata are discrete differential

equations that develop a series of binary numbers through iterations. There are many ways

of arranging the equation coefficients, resulting in different cellular automata behaviors [45]. As

discrete models, these equations might be useful to predict the behavior of physical, biological,

chemical and other systems.
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Figure 20. Example of the definition of a rule an its output calculation.

A one-dimensional cellular automata has three coefficients resulting in eight different combi-

nations with a single output bit. These combinations can be arranged in 256 different sets called

rules. Table 8 illustrates one possible combination, called rule 30 by its binary notation. Every

rule has different behavior and is classified into four types of classes [46]. However, there only

exists a group of independent rules that can reproduce, by linear transformations, the behavior of

remaining rules.

Table 8. Definition of Rule 30.

State 111 110 101 100 011 010 001 000
Output 0 0 0 1 1 1 1 0
30 dec 128 64 32 16 8 4 2 1

The disordered behavior of some rules enables their use in pseudo-random number genera-

tors. The main characteristic of these rules is a chaotic or aperiodic behavior during time evolution,

which groups them in class III [46]. Nevertheless, only some rules have proved to be useful in a

pseudo-random generation such as 30, 45, 60, 90, 105, 150 and 165.

Figure 20 shows an example of how to calculate each possible output using rule 30. The

number 30 in binary is constructed by the arrange of the three input coefficients in the eight

possible ways. In Fig. 20, the black boxes represent a logic one, and white boxes represent a logic

zero. The initial condition is set to τ0 = 010, using zero boundary conditions. Time evolution of

rule 30 is as follows: First, using τ0 and zero boundary conditions, output τ1 has three possibilities.

The coefficients’ arrangement corresponds to 001(red), 010 (yellow) and 100 (blue) which produce
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Figure 21. Proposed implementation of the TRNG using programmable cellular
automata as post-processing stage.

three logic ones i.e., τ1=111. In the next step, the output has five possibilities different from zero,

which lead to τ2=11001. The resulting pyramid presents a pseudo-random behavior with infinite

possible outputs, maintaining zero boundary conditions.

2.2.2. Proposed random generator scheme Figure 21 shows the TRNG system

block diagram consisting of a multiplexed entropy source, a digitizing stage, and a post-processing

stage. The entropy source has four pairs of multiplexed ring oscillators with a pulse or trigger gen-

erator. The digitizing stage bases its operation on a cycle counter with a registered output where

a phase and frequency detector (PFD) triggers the raw register data. The post-processing stage,

based on a programmable cellular automata(PCA), processes the raw data in a combinational

way. Finally, an SPI interface controls the TRNG, selecting the ring oscillators length, program-

ming the desired rule in the PCA array and storing the raw data and the post-processed data. The

following subsections describe in detail the main blocks of the proposed TRNG.

Entropy source and digitization The proposed entropy source comes from jitter ac-

cumulation in a multi-mode ring oscillator (RO). Figure 22a) illustrates the concept: A pair of

nine-inverter-stages ROs has a synchronized trigger that injects edges in different points. In a

conventional RO (bottom of Fig. 22a)), a NAND gate enables and disables the oscillation. When
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Figure 22. Time graph of oscillations generated at different nodes of a
multi-mode ring oscillator: Node A (a), Node B (b) and node C (c).

a logical one is applied to the enable input (Trigger), an edge is injected, spreading all along the

chain of inverters, causing an oscillation with a nominal frequency. Similarly, when a logical is

applied to the RO trigger input (bottom of Fig. 22a)), three edges simultaneously appear in the

NAND gates outputs, generating an oscillation at 3× nominal frequency spreading along the ring.

The high-frequency oscillation in the multi-mode RO is finite over time since the injected

pulses accumulate jitter from thermal noise. This accumulation causes a duty cycle variation that

weakens the edges. Fig. 22b) depicts this effect with a transient noise simulation from signals A,

B and C of the multi-mode RO (Fig. 22a)) . Here, the duty cycle varies over time at 2.1Ghz. Black

circles indicate how two adjacent pulses (signals B and C) weaken with each completed cycle.

After some cycles, two adjacent edges collapsing making the oscillator to operate at a nominal

frequency of 700MHz.

Fig. 23 shows a transient simulation with a longer collapsing time (bottom waveform) where

the top waveform shows the frequency variation over time. The top figure shows how the fre-

quency goes to zero when the trigger input is deasserted, and then goes up to 2.1GHz. This

frequency mode weakens with every completed cycle and finally collapses to 700MHz. The bot-
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Figure 23. Time and frequency graph of proposed 3-edge ring oscillator:
frequency (top), time (bottom).

Figure 24. PCA array with SPI control. Each cellular automata uses cycle
boundary conditions as initial state. A combinational function produces the 14-bit
output.

tom figure illustrates the same behavior in the time domain, where the collapsing event occurs

similarly than in Fig. 22. Collapsing time is unpredictable due to jitter accumulation, which in-

creases with the number of stages. Finally, pulse variance also increases with the number of

stages, enhancing thus the statistical properties of entropy source [47].

The proposed entropy source consists of four pairs of multiplexed ROs. Each pair of ROs

has different stages number providing different statistical properties. As the number of its stages

increases, an RO operates at a lower frequency, reducing throughput. However, statistical prop-

erties improve [7]. An SPI control signal can disable the ROs, and a shift-register based pulse

generator triggers the oscillation. A clock mux provides one fast clock and one reference clock
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Figure 25. Proposed programmable cellular automata (PCA). The PCA can be
programmed to implement 255 rules.

from the four available possibilities. This scheme enables a comparison between sources with

different statistical properties without the need to replicate the whole system.

The uncertainty in a collapse event provides the unpredictable behavior of the TRNG. The

time to collapse is converted to a digital number through a digitizing stage based on a cycle

counter as Fig. 21 shows. The cycle counter uses the fast frequency oscillation as the input clock

to provide a binary number that is then registered. A phase and frequency detector (PFD) based

stage generates a trigger signal for the register. The PFD UP signal is always active during the

high-frequency oscillation and then goes to zero. To avoid false triggers, some extra logic —that

requires the activation of the fourth less significant bit of the counter—provides a glitch-free pulse

to the output register. This stage delivers raw data that is the input of the post-processing stage.

Proposed post-processing stage Fig. 24 shows the proposed cellular automata

based post-processing stage. The stage consists of an array of programmable blocks that com-

pute the 14 output bits using a combinational function, which means the stage only consumes
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Table 9. Area comparison between the proposed PCA and fixed rule cellular
automata.

Name Cells Area[µm2]
PCA array 340 2.319
Fixed Rule 105 140 1.284
Fixed Rule 150 112 1.283
Fixed Rule 85 126 1.045

power with new input data. The array receives 14-bits of raw data in such a way that each

programmable block (PCA) input can fulfill three bits of the initial state forming cycle boundary

conditions. Thus, each PCA shares the adjacent bits to complete the state such that first PCA

block uses 13, 0 and 1 bit of the raw data and the second PCA block uses 0, 1 and 2 bits, for

instance. Besides, the SPI controls the array, selecting the rule and also storing the array output.

Figure 25 shows the internal structure of a PCA block. The block consists of a 3-to-8 decoder,

a programmable rule mask and an output OR. The input decoder uses the 3-bits initial state to

active the corresponding AND gates in the rule mask, one at a time. Following the example of rule

30 in Fig. 20, an initial state of 001 will activate the first AND in the rule mask. The corresponding

rule mask must be pre-charged with the number 30 in binary. Then, a logic one in the output of

first AND will appear, as the rule 30 actives from the first to the fourth AND gate. An OR gate

computes the final output, resulting in a logic one as corresponding in rule 30 to the initial state

001.

To save area and to enable testing under different rules, a programmable approach is here

proposed. Different approaches were synthesized on a 130nm technology to illustrate how the

stage is area efficient. Table 9 shows that the proposed PCA array, though bigger than a simple

fixed rule implementation, is still area efficient as it can implement different rules with the same

structure, enabling high flexibility. For example, the total area occupied by the sum of 105, 150

and 85 rules implementations is 3612µm2 which is bigger than the one occupied by the proposed

array.

2.2.3. Measurements results We tested the TRNG under an FPGA platform, also

generating a circuit implementation on a 130nm standard technology. A guided placement guar-

antees each pair of ROs nominal frequency are similar. Further placement restrictions were use
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Figure 26. Annotated layout in FPGA. Layout shows the placement restrictions
of the four entropy sources. Final implementation uses 233 slices, 36 flip flops
and 409 LUTs.

in order to reduce external interference. This subsection discusses the statistical analysis of the

PCA implementation carried out on FPGA platform and gives details about the final integration in

130nm. In order to extract the statistical qualities of the system, a set of test given by the United

States National Institute of Standards and Technologies (NIST) were carried out [48].

NIST publication [48] includes a total of 15 tests. A sequence is considered random when

all tests are passed, for example, having an equal number of ones and zeros. However, that is

not the only feature the tests evaluate. The tests also evaluate a sequence in blocks in order to

look for the longest run of ones expected in a random sequence which might fail even though the

whole sequence has an equal number of ones and zeros. Besides, NIST publication provides

software that evaluates a sequence over the 17 tests, offering all of tests results at a time or

individually. Passing rate depends on the number of sequences tested, corresponding to 96 when

100 input sequences are used. Moreover, the software calculates a parameter called P-value

that indicates the strength of the evidence against the hypothesis that the tested sequence is not

random. A P-value of 1 corresponds to a perfect random number generator. A level of significance

level(α) is set such that if P-value≥ α the sequence appears to be random. Typical values for the

significance level are in the range [0.001,0.01]. Both P-value significance level and passing rate

must be fulfilled by the tested sequence to be considered as random.
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Table 10. Some measured NIST randomness test results with P-values for no
ruled applied data and post-processed data for the 9-stage ring oscillator based
TRNG.

NIST Pub 800-22, rev 1a. 2010 No Rule Applied Rule 30 Rule 150
Randomness Tests P-value RATE P-value RATE P-value RATE

Frequency 0.000000 38 0.000000 0 0.000000 0
Block Frequency 0.000000 0 0.000000 0 0.000000 0
Cumulative Sums 0.000000 15 0.000000 0 0.000000 0

Runs 0.000000 0 0.000000 0 0.000000 0
Longest Run 0.000000 0 0.000000 0 0.000000 0

Rank 0.000000 6 0.000000 0 0.000000 0
FFT 0.000000 0 0.000000 0 0.000000 0

Non-Overlapping Template∗ 0.000000 135 0.000000 120 0.000000 118
Overlapping Template 0.000000 0 0.000000 0 0.000000 0

Serial 0.000000 0 0.000000 0 0.000000 0
Linear Complexity 0.324301 96 0.213309 97 0.153763 98

Approximate Entropy 0.000000 0 0.000000 0 0.000000 0
* This test composes of 148 sub-tests. The sequence must pass all sub-tests.

Table 11. Measured NIST randomness test results for the 15-stage ring
oscillator based TRNG.

NIST Pub 800-22, rev 1a. 2010 No Rule Applied 51 75 85 105 150 180Randomness Tests
Frequency 94 94 98 97 100 100 98

Block Frequency 95 95 100 100 99 99 100
Cumulative Sums 93 93 99 97 100 100 99

Runs 98 98 90 96 99 99 90
Longest Run 99 98 100 98 99 100 100

Rank 99 99 99 97 97 99 98
FFT 99 99 100 99 100 100 100

Non-Overlapping Template 146 146 142 146 148 148 142
Overlapping Template 100 99 98 100 98 99 98

Serial 98 98 97 97 99 99 97
Linear Complexity 96 99 100 98 97 99 99

Approximate Entropy 91 91 98 97 90 90 98

Sum 1388 1389 1414 1415 1424 1430 1412

FPGA implementation The proposed FPGA implementation uses look-up tables (LUTs)

based inverters and NANDs. LUTs enable the use of x,y coordinates for placement, facilitating

the definition of forbidden and specific location for each pair of ROs. Fig. 26 shows a final layout

of TRNG in a Xilinx SPARTAN 3AN. The figure highlights the entropy source and the logic for

digitizing and post-processing. Finally, a detailed view of the shorter pair of ROs in the right side

shows blue areas around that correspond to the LUTs with prohibited locations.

Programmability of the proposed TRNG allows us to test all the independent cellular automata

rules. We capture a total of 78Mbits per rule for the four different pairs of ROs. One of the aims

here was reducing data truncation, a strategy followed by Yang et al. [47], while also using shorter

ROs. Thus, the emphasis is given to the results of the 15-stages and 9-stages pair of ROs.

Table 10 shows NIST tests results for the shortest ring. Different rules were applied to post-

process the output data. Even though, the table shows how no significant changes in tests output
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Table 12. Measured NIST randomness test results with P-values for no ruled
applied data and post-processed with rules 105 and 150 for the 15-stage ring
oscillator based TRNG.

NIST Pub 800-22, rev 1a. 2010 No Rule Applied Rule 105 Rule 150
Randomness Tests P-value RATE P-value RATE P-value RATE

Frequency 0.000000 94 0.000818 100 0.000818 100
Block Frequency 0.000001 95 0.983453 99 0.983453 99
Cumulative Sums 0.000000 93 0.867692 100 0.867692 100

Runs 0.202268 98 0.145326 99 0.145326 99
Longest Run 0.162606 99 0.798139 99 0.304126 100

Rank 0.145326 99 0.129620 97 0.005358 99
FFT 0.275709 99 0.275709 100 0.275709 100

Non-Overlapping Template 0.514124 146 0.699313 148 0.779188 148
Overlapping Template 0.455937 100 0.137282 98 0.759756 99

Serial 0.000145 98 0.595549 99 0.595549 99
Linear Complexity 0.213309 96 0.020548 97 0.366918 99

Approximate Entropy 0.000000 91 0.000000 90 0.000000 90

Figure 27. Resulting Histogram for a) raw data, b) rule 85 and c) rule 105.

can be achieved. Table 11 summarizes the results for the 15-stages ROs, comparing the raw data

and the post-processed data for 6 of the most relevant post-processed results. In this case, the

results show how the post-processing enhance statistics compared when no rule is applied. The

final row presents the sum of all applied tests to identify the improvement over prior output and to

select the rules with better performance.

Table 11 shows that rules 85, 105 and 150 obtained the best punctuation and that rules 75 and

180 are the best for the Approximate Entropy test. Rule 150 obtained a perfect pass in six of the

NIST tests and rules 105 and 150 provided a full pass of the 148 sub-tests, failing in approximate

entropy test. Moreover, Table 12 shows the P-value for raw and post-processed data using rules

105 and 150. Despite improving the past rate, P-value are not adequate in some tests indicating

that the output numbers are at the edge of non-randomness and data bit-width might need to be

reduced.

Figure 27 presents histograms for the output data evaluated in Table 12. Raw data in Fig.

27a) is redistributed applying post-processing with rules 85 (Fig. 27b)) and 150 (Fig. 27c)).

62



Figure 28. Entropy in bits for different output data-width.
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Table 13. Comparison with another FPGA implementation.

Specifications [44] [49] This work
LUTs 308 272 409
FFs 380 807 36
freal[MHz] 275 - 50

As the proposed post-processing does not reduce data-with the resulting effect is evidenced in

the number of ones and zeros in the sequences. As consequence, an improvement in the data

mean is achieve without significant changes in the standard deviation. The mean and standard

deviation for data when no rule is applied correspond to 0.5048 and 0.2873∗, respectively. For

rule 85, the mean is 0.5016 and standard deviation is 0.2896 and for rule 105, the mean is 0.5004

and standard deviation is 0.2865.

Figure 28 shows extraction of entropy with words of 15 bits for a different number of output

bits. In the case of the post-processed data with rule 105, the entropy value is always over the

∗Mean and standard deviation for an ideal uniform distribution —ideal random sequence—
correspond to 0.5 and 0.2886.
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Figure 29. Entropy vs Number of outputs bits: Approximated Entropy from NIST
test results for raw data, rules 85, 105 and 150.

Figure 30. Standard cell based layout in 130nm, total area: 171µm×59µm.

one for raw data whereas with rule 85 is always under the raw data, showing that rules should be

carefully chosen to avoid deteriorating output statistics.

Results show post-processed data do not pass approximated entropy for rules 105 and 150

using the complete output data-width. Fig. 29 shows approximated entropy extraction for rules

85, 105 and 150. Rules 105 and 150 are the same and thus are super-placed on the red graphic.

This figure shows that output data-widths less than or equal to nine allow for post-processing to

enhance output data, passing approximated entropy test.

Table 13 compares this work to other post-processing stages for TRNGs implemented on

FPGA. The proposed TRNG is compact, requiring 36 flip-flops (FFs) since the cellular automata

array is completely combinational. Comparing this TRNG to the one proposed by Yang et al. [47],

as shown in Table 14, one can readily see that the post-processing stage alleviates the need for

output truncation, which is useful in enhancing short ROs, with low area and timing overhead. The

proposed cellular automata array performs operations up to 1GHz which introduces no limitations

to the TRNG core generation speed.
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Table 14. Statistical comparison results with the work presented by yang et
al. [47].

21 stage RO∗ [47] This work,
65nm CMOS 15 stage RO, FPGA

Output word data size [bits] up to 7 up to 9
Passed NIST Tests All 12
Capture freq. [MHz] 2.8 0.5

* A 15 stage TRNG is presented with no information about the whole NIST tests.

Figure 31. Layout for the signoff of the TRNG core including a digital monitor
based SPI.

ASIC implementation The TRNG was fabricated in a 130nm CMOS standard technol-

ogy with a final area of 170µm×58µm. The power consumption of processing and capturing stage

obtained from synthesis up to 1GHz is 2.66mW using 969 gates. Fig. 30 shows the four ROs lo-

cated on the left side, after an user guided placement. The design includes additional blockages

around ROs to avoid coupling between them, and protecting the circuits from external frequency

noise sources.

Fig. 31 shows the final layout of the chip sent to fabrication. The layout includes decoupling

capacitors, power rails, and I/O pads. The SPI monitoring and configuration interface occupies an

area of 85µm×85µm. The same SPI can capture the output bits with and without post-processing

up to tens of MHz.
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Figure 32. TRNG Fabricated chip.

2.2.4. Chip measurement issues Fig. 32 shows the micro-photograph of the fab-

ricated chip. Since the TRNG bases its operation in ring oscillators, a digital verification is not

feasible. In an academic license for TSMC fabrication process, the foundry never provides layout

and schematics of standard cells. Hence. a verification of this kind of circuit is a challenge. The

TRNG was integrated into the same chip as the TPM prototype, that as explained in chapter 1

had integration problems. A short-circuit with the supply grid affected the configuration of some

input pads. Besides, the multiplexing scheme of ring oscillators led to a frequency coupling that

deteriorated the entropy quality.

2.2.5. Summary An all-digital TRNG, verified in FPGA and synthesized in a 130nm tech-

nology has been presented. The proposed TRNG passes 12 NIST tests using up to nine output

bits and a post-processing stage based on cellular automata. The post-processing stage uses a

programmable mask rule, enabling the testing for all possible rules. This programmable charac-

teristic allows a designer to change rules during operation which can improve the output statistical

behavior. The results show an implementation with high flexibility, improving throughput due to

the use of short ROs. Furthermore, combinational operations in post-processing add a low timing

overhead with an operating frequency up to 1Ghz.

Further transient noise simulations show a possible coupling of ROs in the entropy sources.

Hence a redesign on entropy source can help with the reduction in output bias. Another improve-

ment can be to redesign the post-processing stage applying a multi-stage approach, exploiting the

cellular automation random behavior over time. Although this approach can improve the statistical
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properties, a designer must address the trade-off between throughput and resources overhead.
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Figure 33. Multi-mode ring based TRNG [47]. a) Conventional multi-mode ring
oscillator, b)TRNG’s extracting scheme and temporal behavior.

2.3. MULTI-THROUGHPUT TRNG ARCHITECTURE

This section presents a low-cost multi-throughput TRNG IP based on a variable-length multi-

mode ring oscillator. The proposed TRNG implements a multi-throughput feature by bypassing

inverter cells in the ring oscillator reducing the loop delay. This multi-throughput feature offers

the advantage of high-performance or low-power operation when needed. These options make

the proposed TRNG suitable for end-to-end encryption in highly restricted devices such as IoT

sensor nodes. Measurement results show that the proposed TRNG passes NIST test for different

throughput operation. The TRNG achieves an energy efficiency of 92pJ at 3.7Mbps, occupy-

ing 58µm×150µm. In addition, this section presents a system technique to implement entropy

enhanced TRNGs, using multiple entropy sources. An extraction system provides high-quality

random numbers with a sampling method that takes one entropy output to sample other entropy

sources. The system few resources, using low-cost TRNG IPs as entropy sources.

2.3.1. Proposed multi-throughput TRNG In many TRNGs, a master clock samples

their output so that if the master clock changes within the operation limits, the throughput will

change as well [43, 50]. Yang et al. [47] report another TRNG that depends on a master clock,

using a multi-mode ring oscillator as Fig. 33a) shows. A trigger signal injects three edges which

propagate through the ring causing an oscillation frequency three times greater than nominal.

The high-frequency oscillation collapses to nominal frequency due to jitter accumulation, making
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Figure 34. Proposed multi-throughput inverter cell. a) Classical stage, b)
proposed multi-throughput stage and c) proposed TRNG SoC integration.

that time unpredictable. Besides, the TRNG extracts random numbers with a cycle counter and a

capture register that is triggered by a phase and frequency detector (PFD) as Fig. 33b) depicts.

The PFD works as a collapse detector, identifying the time when the frequency of the multi-mode

oscillator and a reference ring are similar.

The TRNG uses a master clock to trigger a pulse generator which determines the start time of

active or generation phase. Every active phase starts with a positive clock edge and ends with a

positive edge of stop signal as Fig. 33b) shows, registering the random number. Therefore, there

is a high probability that the TRNG generates a number before the whole clock cycle ends.

One particular characteristic of Yang et al. [47] work is that the statistical properties of output

bits depend on the number of inverter cells in the ring oscillators. With short rings, the collapsing

time is faster, but TRNG outcomes require higher truncation to extract enough entropy. With large

rings, TRNG outcomes need less truncation but with reduced throughput. Hence, there exists a

trade-off between output bits quality and TRNG throughput.

In this dissertation, a prototype based on [47], using a multiplexed scheme [22] is proposed.

Instead of using many TRNGs with rings of different inverter cells as proposed in [47], this work

shows how multiplexing four pairs of ring oscillators of a different number of inverter cells in order

to reuse the remaining logic, results in avoiding a large extra area penalty, with a resulting TRNG

that may be tested for different entropy sources. However, using such a multiplexed scheme has

revealed high-frequency interference due to the shortest ring, causing output data biasing.

For the above reasons, a modification is introduced in the multi-mode ring oscillator in order

to achieve different operating frequencies and throughput with a single ring. The conventional
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Figure 35. Extraction scheme to capture the highest entropy number between
two multi-mode ring oscillator.
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Figure 36. Scheme to enhance the entropy of a multi-mode ring oscillator by
creating a dependent trigger from a second multi-mode ring oscillator.
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multi-mode oscillator uses three similar stages composed by one NAND and an even number of

inverters as Fig 34a) shows. A bypassing strategy is set to change the number of inverters per

stage as Fig. 34b) depicts. The edge thus skips some inverter cells (as the red line in Fig. 34b)

indicates) using a bypassing mux that reduces the effective delay.

The proposed TRNG is integrated along a 32bits RISC-V core in a SoC for IoT sensors nodes.

Fig 34c) shows the TRNG connected to the core’s main bus, through which the core can control

the pulse generation and reads the stop signal. This stop signal acts as a flag so that the core

can identify when the TRNG ends the active phase, considering that the number generation is

asynchronous. In this way, the throughput is not limited to a master clock but only to the TRNG’s

collapsing time, saving additional clock circuitry.

The proposed TRNG has a total of 45 inverter cells per stage. The shortest ring uses a total

of nine inverters including the NANDs. However, as previously reported in [47], a ring of 15 stages

does not get enough entropy to pass all NIST test. We include more than one mux per stage to

emulate a higher number of stages, increasing the collapsing event time. Therefore, the number
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Figure 37. General scheme to sample one entropy source using a second
entropy source. Choosing a pair of entropy sources can be done in a random
way to obfuscate the design or hindering a possible attack.
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Figure 38. Micro-photograph of the taped-out multi-throughput TRNG.

of effective delays in the shortest ring is more than 15 including inverters, NANDs and muxes.

Nevertheless, achieving high-quality output data requires to use a reduced set of output bits [47].

The next subsection discusses how the entropy of low-cost TRNGs can be boosted using at

least two entropy sources. Theoretically, uniformly-distributed random numbers require at least

two entropy sources as proposed by Chattopadhyay and Zuckerman [51]. They developed a

theoretical method to extract the best approximation of uniform random bits. However, a circuit

implementation has not been presented yet, since it would be too complex for restricted envi-

ronments such as IoT devices. Therefore, alternative methods are here proposed in order to

accomplish a circuital implementation using two or more entropy sources.
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Figure 39. Histogram for a fixed throughput using different amount of output bits:
a) 14 bits per sample, µ=0.4240 and σ=0.2681 b) 12 bits per sample, µ=0.5340
and σ=0.3016 and c) 10 bits per sample, µ=0.5044 and σ=0.2883. Figure
depicts how the numbers distribution tends to be uniform with output bits
reduction(ideal uniform distribution, µ=0.5 and σ=0.2886).

Figure 40. Histogram for three different throughputs using a fixed number of
output bits: a) Fast throughput, µ=0.4240 and σ=0.2681 b) medium throughput,
µ=0.5344 and σ=0.2858 and c) slow throughput, µ=0.4376 and σ=0.2951. Fast
throughput histogram offers a more biased distribution.

2.3.2. Enhancing entropy quality with a two sources sample system The

use of two or more entropy sources has been considered before, but their use in randomness

extractors remains in a theoretical or software level. This dissertation presents some approaches

of how to build a TRNG using two or more independent entropy sources at hardware level.

Another important consideration in the implementation of a randomness extractor is the se-

lection of entropy sources. For a high-quality source, a physical source of noise offers the best

alternative. A physical source can be digital based or analog-based, but designers prefer digital

entropy sources due to their low-complex implementation and inherent robustness against pro-

cess and environmental variations [47]. Besides, if the digital entropy source is fully-synthesizable,

the design would achieve portability to other technologies without negative performance impact.

Figure 35 shows a proposed scheme of a two-source based TRNG. In this work, the approach
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proposed by Chattopadhyay and Zuckerman is followed, but boosting its deployability with fully-

synthesized entropy sources as the offered in the subsection 2.3.1. Figure 35 depicts how to use

the collapsing time of two independent multi-mode oscillators in order to boost output quality. One

of the counters will go faster than the other, considering the collapse event of both rings is different.

A comparator identifies which counter is faster, using it as the reference for a collapse event. A

more extended collapse event provides with better entropy while the comparison provides a way

to filter which ring produces a better quality number.

Figure 36 shows an alternative circuit. The boosting strategy is to trigger a multi-mode os-

cillator based on the collapsing event of a first oscillator. When the first oscillator collapses, a

collapse detector triggers a second multi-mode ring. A counter provides the information on the

collapsing time of the first ring oscillator plus the information of the collapsing time of the second

ring oscillator. In this way, the effective collapsing time increases as the resulting values depends

on both oscillators.

Fig. 37 shows a general scheme to boost entropy. If the entropy sources are of low complexity

and portable, one can implement a TRNG with many independent entropy sources options. The

main idea is to use one entropy source to sample a second one. A sample register captures

numbers from the first entropy source based on a pseudo-random bit sequence (PRBS) as the

clock, assuming the muxes already selected a pair of entropy sources. The second entropy

source seeds the PRBS generator to provide the sampling clock. An additional alternative is to

choose both entropy sources randomly. In the proposed scheme, one can select a pair of entropy

sources at random using two other sources. In this way, the system avoids correlations between

each couple of entropy sources while keeping the implementation low cost.

2.3.3. Measurement results Figure 38 shows the micro-photograph of the fabricated

multi-throughput TRNG in a 180nm technology. The TRNG is fully-synthesizable and occupies

an area of 150µm× 58µm. Three different throughput configurations are measured, extraction a

total of 100Mbits for each configuration in order to apply NIST tests [48].

It remains now to show that the proposed multi-throughput scheme does not affect the statis-

tical behavior of the original design. Hence, the data distribution is studied using the histogram

of a fixed throughput configuration. Figure 39 presents the histogram of captured data with a

fixed throughput configuration and different output sizes. The aim here is to show that despite
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Table 15. Measured NIST randomness test results for fast-throughput under
different power supply values for the multi-throughput TRNG. Nominal is
VDD =1.8V

NIST Pub 800-22, rev 1a. 2010 Nominal VDD =2V VDD =1.6V
Randomness Tests P-value RATE P-value RATE P-value RATE

Frequency 0.699313 99 0.350485 100 FAIL FAIL
Block Frequency 0.122325 100 0.534146 100 0.911413 100
Cumulative Sums 0.883171 99 0.122325 100 FAIL FAIL
Cumulative Sums 0.964295 99 0.008879 100 FAIL FAIL

Runs 0.080519 98 0.419021 99 0.911413 100
Longest Run 0.055361 99 0.911413 99 0.066882 100

Rank 0.137282 100 0.574903 99 0.401199 100
FFT 0.437274 99 .334538 98 0.419021 100

Non-Overlapping Template PASS∗ PASS∗ PASS∗ PASS∗ FAIL FAIL
Overlapping Template 0.514124 99 0.075719 100 0.534146 100
Approximate Entropy FAIL FAIL FAIL FAIL FAIL FAIL

Universal 0.534146 99 0.017912 98 FAIL FAIL
Random Excursions PASS∗ PASS∗ PASS∗ PASS∗ PASS∗ PASS∗

Random Excursions Variant PASS∗ PASS∗ PASS∗ PASS∗ PASS∗ PASS∗

Serial FAIL FAIL FAIL FAIL FAIL FAIL
Serial 0.017912 99 0.004301 99 0.000474 98

Linear Complexity 0.383827 97 0.275709 100 0.911413 99
*“PASS” means all sub tests pass minimum requirements

the multi-throughput modification, the use of fewer output bits actually improves the data statistic

distribution. Figure 39a) gives the histogram, indicating a biased distribution and, as the number

of used output bits decreases (Fig. 39b) 12 bits and Fig. 39c) 10 bits) the histograms tend to be

uniform. An ideal standard uniform distribution presents a mean(µ) of 0.5 and standard deviation

(σ) of 0.2886, and the data of the histogram shown in Fig. 39c) offers the closest approximation

with µ=0.5044 σ=0.2883. Therefore, data distribution presents a behavior similar to the original

multi-mode oscillator.

Fig. 40 shows histograms for a) the fastest throughput, b) a medium throughput and c) the

slowest throughput, using ten outputs bits. As expected, the fastest throughput presents a more

biased distribution, having the following order statistic parameters: µ=0.4240 σ=0.2681. Although,

the medium throughput data offers better order statistic parameters than the slowest one, the

proposed multi-throughput approach has a similar statistic behavior as the original proposal by

Yang et al. [47].

The statistical properties of the proposed circuits, though, are not enough to pass NITS tests,

even when a reduced amount of output bits seems to show a more uniform distribution in the

histograms. This biased data could be introduced by the muxes, which produce an unbalanced

load in some inverters. Hence, we applied a simple linear corrector based on an XOR function

with a compression ratio of 1/2 [52], for three different throughput configurations, varying the

power supply.
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Table 16. Measured NIST randomness test results for medium-throughput under
different power supply values for the multi-throughput TRNG. Nominal is
VDD =1.8V

NIST Pub 800-22, rev 1a. 2010 Nominal VDD =2V VDD =1.6V
Randomness Tests P-value RATE P-value RATE P-value RATE

Frequency 0.350485 100 0.534146 99 0.171867 99
Block Frequency 0.350485 100 0.319084 100 0.534146 100
Cumulative Sums 0.122325 98 0.304126 96 0.637119 99
Cumulative Sums 0.017912 98 0.911413 99 0.991468 99

Runs 0.007694 96 0.834308 96 0.978072 97
Longest Run 0.657933 98 0.000145 99 0.026948 97

Rank 0.759756 100 0.401199 99 0.037566 98
FFT 0.867692 98 0.102526 100 0.181557 97

Non-Overlapping Template PASS PASS FAIL FAIL PASS PASS
Overlapping Template 0.455937 100 0.075719 100 0.834308 99
Approximate Entropy 0.017912 96 FAIL FAIL 0.534146 99

Universal 0.534146 100 0.122325 100 FAIL FAIL
Random Excursions PASS PASS PASS PASS PASS PASS

Random Excursions Variant PASS PASS PASS PASS PASS PASS
Serial 0.145326 99 0.002043 98 0.122325 98
Serial 0.224821 96 0.236810 100 0.759756 99

Linear Complexity 0.574903 97 0.574903 96 0.162606 99

One expected that for the fastest throughput configuration the statistical data distribution were

good enough to pass all NIST tests. However, output data for the fastest throughput failed to

pass at least two test for the different power supply values. Tables 15 summarizes the results for

the fastest throughput configuration after applying the bias correction. Even in the nominal power

supply, TRNG outcomes failed to pass the approximate entropy test and one of the serial tests.

Tables 16 and 17 summarize the NIST tests results for a medium throughput and the slow-

est throughput after applying the bias correction. The results show how the data for these two

throughput configurations entirely pass all NIST tests in one of the operating conditions. These

results agree with the histograms which show a significant biased distribution of data at the fastest

throughput compared to the slowest and medium throughput. However, Data at medium through-

put pass all NIST test in nominal operation and data at slowest throughput do not. On the contrary,

outcomes at slowest throughput operating at VDD =1.6V pass all NIST tests, and data at medium

throughput do not.

Tables show that there exists a difference between the original behavior in the multi-mode os-

cillator compared to the proposed multi-mode oscillator. In the original scheme, a slow throughput

always presents better statistical performance than a faster. In the proposed work, the applied

tests show that in nominal operation a medium throughput offers better statistical qualities. Be-

sides, power supply variations significantly affect the TRNG performance as in other regular ring

oscillator based TRNG [8,53] which was not reported by Yang et al. [47].
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Table 17. Measured NIST randomness test results for low-throughput under
different power supply values for the multi-throughput TRNG. Nominal is
VDD =1.8V

NIST Pub 800-22, rev 1a. 2010 Nominal VDD =2V VDD =1.6V
Randomness Tests P-value RATE P-value RATE P-value RATE

Frequency 0.334538 100 0.319084 99 0.181557 99
Block Frequency 0.000199 100 0.004301 100 0.129620 100
Cumulative Sums 0.964295 99 0.867692 100 0.834308 100
Cumulative Sums 0.595549 99 0.010237 99 0.739918 99

Runs 0.181557 99 0.816537 99 0.005358 99
Longest Run 0.003447 96 0.978072 98 0.779188 99

Rank 0.637119 100 0.657933 100 0.224821 100
FFT 0.066882 99 0.213309 100 0.851383 98

Non-Overlapping Template FAIL FAIL FAIL FAIL PASS PASS
Overlapping Template 0.066882 100 0.834308 99 0.289667 99
Approximate Entropy FAIL FAIL FAIL FAIL 0.739918 100

Universal FAIL FAIL FAIL FAIL 0.534146 100
Random Excursions PASS PASS PASS PASS PASS PASS

Random Excursions Variant PASS PASS PASS PASS PASS PASS
Serial 0.004301 99 0.008879 99 0.437274 97
Serial 0.058984 99 0.304126 98 0.719747 100

Linear Complexity 0.935716 96 0.867692 98 0.983453 99

Table 18. Comparison of the proposed TRNG with the classical multi-mode
based TRNG.

ISSCC 2014 [47] This work
Technology 65nm 180nm
Bit Rate [Mb/s] 2.8 3.7
NIST PASS ALL ALL
AREA[µm2] 960 8700
Eficiency[nJ/bit] 0.057 0.092

The throughput is not a fixed value for a fixed configuration. This variation happens since

the number generation relies on the non-deterministic behavior of the collapsing time, resulting in

different generation times for each number. An average value is extracted for the three throughput

configurations studied. 100Mbits were captured and the time measured with a real-time counter

available in the SoC. Also, a similar set-up is used to estimate the average current during number

generation. Figure 41 illustrates the energy consumption versus different TRNG throughputs. The

TRNG achieves the best energy efficiency for a throughput of 3.7Mbits with an energy consump-

tion of 92pJ.

Table 18 presents a comparison of the proposed multi-throughput multi-mode TRNG with the

classical multi-mode based TRNG. The circuit here proposed is not limited by a reference clock,

enabling optimization of the extraction rate. This work achieves a similar energy efficiency with a

higher bit rate, validating the multi-throughput approach.
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Figure 41. Energy consumption versus different throughput.
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2.3.4. Summary This work demonstrates a multi-throughput TRNG using a bypassing

approach to change the effective loop delay in a multi-mode oscillator. In the conventional multi-

mode based approach, the authors used many TRNGs to test different throughputs. In contrast,

the proposed TRNG offers a multi-throughput operation reusing the remaining logic which reduces

area overhead. The TRNG was taped-out in a 180nm technology occupying 58µm×150µm. The

TRNG achieves a peak energy efficiency of 0.69nJ at 2.2Mbits. The TRNG is integrated along

a 32 bits RISC-V based SoC exploiting the asynchronous nature of the proposed TRNG. A sim-

ple linear corrector with a compression ratio of 1/2 was introduced to reduce bias in the output

data. However, the TRNG is sensitive to power supply variations, only passing all NIST tests in

some specific operating conditions. This dissertation also proposes a method to boost entropy for

low-cost TRNGs due to physical entropy sources do not provide the required quality. A minimum

of two sources are required to extract enough entropy, but powerful extractors remain in software

or theoretical level. Alternative methodologies of how to sample one entropy source with a sec-

ond one in a fully-synthesizable way are here proposed. These methods offer an alternative to

classical post-processing schemes with a low-cost implementation.
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3. COUNTERING REVERSE ENGINEERING

Intellectual property protection techniques face a challenging task in countering a physical

attack by reverse engineering of an embedded integrated circuit. An attacker can extract sensitive

information with image tools by processing microphotographs at low metal layers of delayered

chips. This dissertation proposes a low performance and zero-area impact method to obfuscate

circuits by using a current digital design flow with a layout standard cell generator that produces

different physical versions of the same logic cell. Results indicate that timing and power overhead,

introduced by the obfuscation method, can be mitigated. After applying the method to a set of

benchmark circuits and a 32-bit RISC based microprocessor, results show a 40%-to-50% average

obfuscation with zero area penalty and less than 2% timing and power penalty for system level

blocks. Considering that most attacks direct reverse engineering to key cryptographic functions,

experimental obfuscation results indicate a timing penalty of 4% with a strong obfuscation level

for a synthesized key establishment core.

Although results are good and the software used for verification works well under a typical

reverse engineering task, the results evidence some limitations in the software. The testing tasks

that were here performed show how the software can identify no-obfuscated cells and fail when

trying to identify the obfuscated layouts with the proposed method. In some cases, though, the

software tends to inadequately resolve the obfuscated layouts when for example, identifies NAND

cells as NOR cells. These results might indicate some weakness in the proposed algorithm and

an exhaustive verification with stronger processing tools might be required. However, the use of

third-party tools is desirable for a fair evaluation, limiting this verification to software availability.

3.1. INTRODUCTION

The pervasiveness of consumer electronic (CE) devices has brought to existence different chal-

lenges for intellectual property (IP) protection [54, 55]. These challenges increase when time-

to-market pressure forces the reuse of IP cores, leading to additional vulnerabilities [56–58].

Among different threats, reverse engineering attacks have become popular, enabling extraction

of functionality or sensitive information. An attacker may use of techniques such as depackag-
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Figure 42. Process of reverse engineering integrated circuits. A delayered chip
is analyzed using an image tool that is trained with some common patterns.
Final netlist extraction is achieved by identifying existing cells and connections.

ing/delayering, high-resolution imaging, probing, and side-channel examination to extract useful

information from ICs [11]. The extracted information can be used in different ways, such as dis-

covering IP violations or faulty products, but may also serv for cloning/copying IP or exploiting

vulnerabilities in order to get restricted accessed or elaborate sophisticated attacks [12].

Figure 42 shows a typical image processing-based reverse engineering starting by decap-

ping and delayering a chip [59]. An image processing tool —capable of rebuilding a gate netlist

by extracting routing layers—is trained with known layout patterns of the standard cells to be rec-

ognized. At the end of a repetitive and time-consuming process, the recognized cells along with

the extracted routing information enable the software to rebuild the whole netlist. The described

process proves how difficult it is for o a designer to protect an IP when an attacker has physical

access to the chip.

Developing a successful strategy to protect IP blocks is a concern for the semiconductor in-

dustry. Hardware obfuscation [12] is an alternative with two main approaches that may offer the

necessary protection: structural obfuscation and physical obfuscation. The purpose of a struc-

tural approach is to hide the true functionality of the device-under-attack through techniques such

as the insertion of key-gates [13]. The application of key-gates enables the possibility of creating

unique secret keys such that the logic function is corrupted if the correct key is not applied. Al-

though logic level obfuscation by using key-gates is defeated by using test patterns and observing

their output in order to decipher the keys [12], its strength against attackers is considered larger

than current physical level camouflage techniques.

Traditional approaches to physical obfuscation exploits camouflaging by designing look-alike

79



gates with metal and contact dummies [14]. Using dummy structures implies area and timing over-

heads that might impede the adoption of camouflaging in high-performance applications. Other

methods of look-alike cells exploit different voltage thresholds to define gates with identical lay-

outs [11]. However, composing gates with multiple voltage thresholds translates to larger areas

and higher performance impact due to process variations.

This work develops a physical obfuscation technique based on the usage of on-the-fly cell

generation during synthesis. Compared to current reported approaches, the proposed technique

incurs in a zero-area penalty with a small performance impact. The proposed methodology is

transparent to commercial flows used in high-performance nodes, where it can be easily imple-

mented considering that dynamic cell generation during synthesis is a common approach.

3.2. RELATED WORK

Figure 43. Structural obfuscation using key patterns [13]. a) Mutable keys,
determined by input patterns. b) Non-mutable keys, strong logic obfuscation.

As mentioned by [57], CE literature focuses on characteristics such as energy efficiency, high

performance, and area efficiency. Only a few authors, Sang-ho et al. [60] discuss the importance

of security characteristics, but recently the interest in IP protection has increased due to the

feasibility of implementing different reverse engineering attacks [11,12,14]. This section advances

some related works in the consumer electronics area and two main techniques considered to

obfuscate circuits. The first one involves corrupting digital behavior through a fixed key bitstream

commonly known as structural obfuscation [13,61]. The second one is a physical approach where

multiple cells have the same layout, or dummy routes hide the actual connections [11,62].
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Figure 44. Layout level camouflage using look-alike gates [14]. Two different
logic cells have similar geometric shapes.

3.2.1. Consumer electronics related work Reusable IP cores are the main concern

in terms of IP protection in CE devices, since reduced time-to-market scenarios have led to the

reuse of IPs such as DSP, MPEG, and JPEG [56–58]. One approach used to protect IPs is

watermarking, which includes a signature in the IP in order to identify ownership. Sengupta et

al. [56] proposed a low-cost technique in high-level synthesis to include a watermark in reusable

IPs. Despite reducing implementation cost, watermark does not necessarily avoid copying or

cloning functionality, stressing the need to find alternative techniques.

Sengupta et al. [57] also propose a structural obfuscation using algorithm transformation hid-

ing the functionality during synthesis, along with a method to optimize specifications such as

area and power consumption. Optimization led to increase proposal complexity and cannot to-

tally avoid area overhead over the original design. Another approach is provided by Sengupta

et al. [58], using locking gates or key gates. This approach entails blocking functionality with a

secret key, only available to the final user. Sengupta recommends IP functional locking blocks

(ILBs) attaining the same functionality with different secret keys. An extra optimization reduces

the impact of including locking gates not only in terms of area but timing and power consumption.

Despite reported approaches that optimize the number of resources used, performance penalties,

in term of area, can not be avoided. Subsections 3.2.2 and 3.2.3 describe structural obfuscation

as well as physical obfuscation in detail as other alternatives for IP protection.

3.2.2. Structural obfuscation Structural obfuscation uses keys to prevent leakage of

information in untrusted phases of the design flow. Only a valid key can activate correct func-

tionality in the post-fabrication phase. In this way, an attacker is not able to extract the actual

functionally without knowing the key. However, this key can be revealed statistically by applying
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some input patterns that propagate key validations to the circuit’s output [12]. Figure 43a) [13]

shows an example of structural obfuscation where key inputs and outputs correspond to I[1-6],

K[1,2] and O[1,2]. A key {K1,K2}=01 activates functionality, but any other combination will corrupt

all outputs. Although functionality can be hidden, a binary input pattern 100000 can reveal the key.

This input pattern puts a zero logic and one logic in XOR and XNOR gates respectively, making

the value of keys available in OR gates at the output. The common input of OR gates results in a

zero logic, hence X1 and X2 signals, that have a correct key value, move to the output.

Rajendran et al. consider how to prevent key leakage due to redundant or isolated keys [13].

Their method proposes a strong logic obfuscation by inserting key gates that create complex

interferences between all of the keys as Fig 43b) shows. An interference between two keys means

that an attacker would need to control one key to propagate the other key. However, an attacker

would never have access to any of the keys, if an anti-tamper memory stored the keys. Therefore,

an attacker would need to use a brute force attack to decipher the functionally. Even so—given

enough time and resources—an adversary could successfully perform reverse engineering [12].

Furthermore, Increasing even more the required time for a brute force attack implies area and

power penalties that might be prohibited for high restricted designs.

Figure 45. Threshold voltage defined (TVD) logic cell [11]. Multiple differential
cells are designed to maintain the same connections using transistors with
different threshold voltages. Different logic functions are implemented with the
same layout when transistors’ placement is exchanged.
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3.2.3. Physical obfuscation Among alternative physical approaches, the look-alike

approach offers a feasible strategy avoiding expensive modifications in the fabrication process.
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Cocchi et al. [62] propose different methodologies to design solutions as shown in Fig. 44. Figure

44a) shows typical NAND and NOR layouts where an image processing tool can differentiate

both cells. However, Fig. 44b) shows a layout of the two cells using the look-alike method where

both cells look similar for an image processing tool. Camouflaged standard cells with a look-alike

method can be differentiated by using certain input patterns in two different ICs, and comparing

their outputs [14]. Rajendran et al. [14] offer a solution to increase difficulty for an attacker. This

method introduces look-alike cells to interfere with each other as shown in Fig. 44c), causing

ambiguity when someone is trying to extract functionality. A general drawback of the look-like

method is the extra routing which imposes performance penalties.

Erbagci et al. [11] propose another alternative to achieve look-alike layouts by using a thresh-

old voltage defined (TVD) logic family. The author designs different logic cells with identical

schematic by using different threshold transistors in a differential cell. Fig. 45 shows an ex-

ample of a differential cell that implements an XOR/XNOR function. The cell uses low threshold

(LVT) transistors (shown in gray) and high threshold (HVT) transistors where each branch and

its complement have the same inputs. This connection causes two complementary branches to

activate at the same time, but due to the threshold difference, a differential behavior occurs with

zero static consumption at steady state. The differential cell can implement different logic func-

tions by changing the position of LVT and HVT transistors and maintaining the same connections.

As a consequence, all the layouts of the logic family look the same. Although similar layouts are

desired to counter an image processing based attack, it is not possible for a standard cell-based

design flow to include different thresholds transistor in the same standard cell, increasing design

complexity and reducing scalability. Furthermore, considering design for manufacturing guide-

lines, combining multiple threshold devices close together increases the chance of larger process

variations that are usually not considered in device models.

3.3. PROPOSED CAMOUFLAGING METHOD

IP protection techniques generally imply area or power overhead. These additional resources

provide proper security levels without altering functionality. Achieving functionality and minimizing

resources usage are goals that enhance deployability of any obfuscation technique. This section

focuses on presenting the proposed solution, quantifying possible overheads and discussing how
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Figure 46. a) Different metal1 microphotographs of an INVD1 from a 9-track
standard library, b) and its layout.

to mitigate them.

3.3.1. Standard cell camouflage method There are mainly two digital flows used

in the industry. The most common one is to use standard cell libraries with regular gate sizes.

For instance, a regular standard library would have inverters sized as multiples of an inverter

capable to drive a load of fan-out of four (FO4), usually called INVD1. Inverters are usually

sized twice to eight times the size of an INVD1. These libraries are generated and tested by

foundries and delivered to foundry users. The other flow, that is uncommon to small and mid-

sized companies, is the flow with dynamic libraries. A library is populated dynamically during

synthesis to reduce power and improve timing. For instance, a critical path might require an

inverter sized 1.6X and, instead of using the common 2X inverter from a fixed library (INVD2),

an on-fly library generator creates the customized 1.6X inverter. This flow generates gates on-

fly synthesis, requiring standard cell layout generators which are usually restricted to companies

focused on high volume consumer electronics.

A flow capable of generating on-fly gates enables the generation of non-optimal cells with

different placement and routing, compared to an optimal cell which has been drawn for optimal

timing and power performance. By exploiting the capability to get additional geometries for the

same cell, we have developed a method to obfuscate digital blocks by the use of multiple cells for

the same function. An imaging tool, such as Chipworks’ ICWorks and Degate [12], trained with

a database of regular optimal cells would not be able to identify gates that have a non-optimal
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geometry shape and therefore a full netlist cannot be extracted, disrupting the attack.

Imaging tools are fed with known gate geometries to train them to detect regular gates [59].

Figure 46 shows an example of well-known layout patterns of an INVD1. Different micropho-

tographs of fabricated inverters in Fig 46a) show similarities to a typical INVD1 layout in Fig. 46b).

Shape similarities are easily identified on metal 1 and polysilicon layers even without a processing

tool, making it suitable for pre-trained software to extract useful information to rebuild a complete

digital block. However, the use of gates with different geometry shapes on metal 1 and polysilicon

layers could fool the imaging tool since an INVD1 usually has an optimal well-known shape.

Figure 47. Four different layout representations of a NAND2D1 layout.

Different layout geometries can be requested from an automatic cell generation tool consid-

ering that many non-optimal layouts might be generated before finding the optimal case. For

instance, Fig. 47 shows four different NAND2D1 flavors where Fig. 47a) corresponds to the opti-

mal case. Also, Layouts shown in Fig. 47b), Fig. 47c) and Fig. 47d) are alternative geometries,

some of them quite far from the optimal placement, but with similar routing accessibility to their

inputs.

3.3.2. Standard cells characterization and comparison In order to verify the

impact on non-optimal gates, a characterization of generated cells is performed for different en-

vironmental and process conditions, using 9-tracks standard cells. The characterization extracts

power and timing specifications for typical and worst cases. Finally, the area for all different shapes

of the same standard cell remains constant, resulting in no penalties for this specification.

Table 19 depicts performance extraction for the typical case and worst case scenarios. In the

worst case, timing performance overhead rises up to a 13% for NAND cell non-optimal alterna-
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tives, whereas timing penalties for inverter variants remain under 5%. Non-optimal cells are also

up to 16% more power hungry. Such power and timing overheads in non-optimal cells are due to

additional routing usage that increases inner cell capacitances, degrading performance. Besides,

using non-optimal placement can result in increased diffusion capacitances. Although this table

presents a reduced number of gates, such as inverter, NOR and NAND gates for one column

size, a larger cell library has been used for complex circuits demonstrating experimentally that

these three cells are a representative sample of the large set. Average performance indicates

that a large timing penalty occurs if non-optimal cells appear inside a critical path, thus limiting

their usage to non-critical paths.

Table 19 summarizes performance as well for a latch LND1. Considering performance over-

head of latches, results show that penalties are smaller than combinational cells. Low overhead

can be achieved due to additional margin to create different layouts from basic combinational cells

considering a larger cell width. Consequently, few changes produce different geometries without

requiring large additional routes. As an example, Fig. 48 shows two different geometric represen-

tations for a latch where, maintaining the same placement, the routing significantly changes.

Table 19. Basic gates characterization at typical case (TC) and at low voltage
supply, slow-slow process corner, and 125C (WC). This characterization is
presented as the ratio between the specifications of cells with non-optimal
layouts and cells with the optimal ones.

INVD1
A B C D

CORNER TC WC TC WC TC WC TC WC
POWER 1 1 1.04 1.03 1.03 1.03 1.09 1.08
TIMING 1 1 1.01 1.02 1.01 1.02 1.04 1.05

NAND2D1
A B C D

POWER 1 1 1 1.005 1.15 1.15 1.16 1.16
TIMING 1 1 1 1.004 1.11 1.12 1.12 1.13

NOR2D1
SPEC A B C D
POWER 1 1 0.99 0.99 1.14 1.14 1.15 1.15
TIMING 1 1 0.99 0.99 1.10 1.12 1.11 1.12

LND1
SPEC A B C D
POWER 1 1 1.072 1 1.053 1.073 1.019 1.009
TIMING 1 1 0.997 1.004 1.038 1.038 1.012 1.012
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Figure 48. Two different geometric representations of a LND1 layout with same
placement and different routing.

3.3.3. Obfuscation and standard cell generation algorithms The algorithm 1

summarizes the procedure to obfuscate a circuit including many layout cells. The algorithm re-

quires the original standard cell library (LIB), the number of desired obfuscation levels (OBLevels),

and hardware description of a circuit to be obfuscated. First, the circuit is synthesized using the

standard library to obtain an initial netlist and the corresponding critical path. Then, the library

is populated with on-the-fly generated cells aiming at the obfuscation of the previous netlist. The

algorithm inserts new cells, blocking the ones in the critical path, resulting in a netlist that includes

two layout versions per logic gate. If the new circuit presents the same critical path, a first ob-

fuscation level is achieved(Lvl. 1), avoiding cell restoring. The algorithm saves the netlist for the

next iteration and then, generates new cells to increase the obfuscation level(Lvl. 2). The critical

path is always verified, performing a restoration of the original cells in case of finding a timing

penalty. New cells are generated and inserted repeating the process until the desired obfuscation

level is achieved. Although the critical path is always verified, the algorithm can incur in timing

penalties, hence, the cell restoration procedure includes a pre-defined value of tolerance to avoid

permanent loops. This might alter the critical path in the final netlist if the counter reaches greatest

user-defined tolerance.

The algorithm prevents reverse engineering processes by keeping a unique generated library

per run. This library includes a set of random layouts per standard cell according to “OBLevels”.

A designer can keep or destroy this library without affecting the repeatability of any obfuscation

process. Also, the number of obfuscation levels “OBLevels” does not affect final circuit operation.

In a traditional reverse engineering process, the known information is generally related to the

original standard cell library that a foundry provides and an approximate digital behavior that the
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Algorithm 1 Obfuscation algorithm
1: procedure STDCELLOB(LIB,OBLevels,HDL)
2: [netlist, critPath]← RTL(LIB,HDL)
3: save(netlist, ”NORMAL”);
4: for each integer i in OBLevels do
5: netlist i← netlist
6: for each object cell in LIB.cells do . Generate a set of stdcells
7: StdCell(cell.netlist, cell.info);
8: end for
9: for each object inst in netlist i.insts do . Obfuscate using the new set of stdcells

10: cell← LIB.F indCell(inst.name inst)
11: if inst.name inst = cell.geom.first.name then
12: inst.name inst← RandomFrom(cell.geom).name;
13: end if
14: end for
15: [netlist new, newCritPath]← RTL(LIB, netlist i)
16: count← 0
17: while newCritPath 6= critPathANDcount ≤ tolerance do
18: for each object inst in newCritPath.insts do . Restore cells
19: cell← LIB.F indCell(inst.name inst)
20: ninst← netlist i.F indInst(inst.name)
21: ninst.name inst← cell.geom.first.name;
22: end for
23: [netlist new, newCritPath]← RTL(LIB, netlist i)
24: count← count+ 1
25: end while
26: name← format(”OBS[1]”, i)
27: save(netlist new, name)
28: netlist← netlist new
29: critPath← newCritPath
30: end for
31: end procedure

circuit performs. If an attacker tries to perform reverse engineering with the original standard cell

library, random layouts prevent recognition of different cells across the image, thwarting the RTL

extraction.

Algorithm 2 describes an extra procedure for generating obfuscated layouts for standard cells.

The algorithm requires the circuit netlist (Netlist), and a master managed cell info, which carries

geometries and previous solutions information (CellInfo). First, placement constraints generate

satisfiability boolean problems (SAT) in a conjunctive normal form based as proposed by [63]. A

SAT solver is used in procedure SATSolve, which determines placement feasibility with the current

configuration. If placement is possible, the algorithm tries to find a feasible routing solution which

is also based on an SAT problem. If the algorithm finds a routing solution for the corresponding

placement, a new layout geometry in standard cell format can be generated. Characterization
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Algorithm 2 Standard cell generation algorithm
1: procedure STDCELL(Netlist,CellInfo)
2: found← false
3: pAnalysis← AnalysisP lace(Netlist)
4: BlockP lace(pAnalysis, CellInfo.pSolutions)
5: IncrementColumns(pAnalysis, CellInfo.col)
6: while !found do
7: satProb← PlaceConstr(pAnalysis)
8: [pSolved, pSolution]← SATSolve(satProb)
9: if pSolved then

10: rAnalysis← AnalysisRoute(pSolution)
11: satProb← RouteConstr(rAnalysis)
12: [rSolved, rSolution]← SATSolve(satProblem)
13: if rSolved then
14: found← true
15: Push(CellInfo.geom)
16: Push(CellInfo.char)
17: DoGeometry(CellInfo.geom.last,
18: pSolution, rSolution)
19: CellInfo.char.last← Characterize(CellInfo.geom.last)
20: end if
21: Append(CellInfo.pSolutions← pSolution)
22: BlockP lace(pAnalysis, pSolution)
23: else
24: IncrementColumns(pAnalysis, 1)
25: EraseBlocking(pAnalysis)
26: CellInfo.col← pAnalysis.col
27: Clear(CellInfo.pSolutions)
28: end if
29: end while
30: end procedure

is performed and stored after new geometry generation. Whether routing is solvable or not, the

algorithm blocks current placement solution guarantying that a placement will not be used more

than once. If SAT constraints in placement fail, the algorithm increases transistor spacing in

columns, erasing any previous blocking. Optimizations in both placement and routing are done

using pseudo-boolean SAT (PB-SAT) constraints, all embedded into SATSolve procedures.

3.4. RESULTS AND DISCUSSION

This section carries out an analysis of performance specifications for different obfuscated circuits.

We extract timing and power specifications for different circuits where the proposed design flow

is applied. Performance summaries are presented in order to study how cells with non-optimal

layouts penalize a camouflaged circuit and how efficient a mitigation strategy might be. The final
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Figure 49. Performance summary of camouflaged circuits with the proposed
technique. These measurements are given by per-unit comparison with the
initial synthesis performance. Specifications are presented as follows: blue bars
indicate area, red bars indicate power, and orange bars indicate timing. a)
Results on a 32-bit digital fractional multiplier. b) 4-bit ripple counter. c)
Thermometer decoder.

area is also extracted but as the camouflaged standard cells were designed to have the same

size, the performance penalty is always void.

3.4.1. Low-area block-level benchmarks Fig. 49 shows results of three synthesized

circuits, a fractional multiplier, a ripple counter and a thermometer decoder from an ISCAS synthe-

sis benchmark [64]. Fig. 49a) shows the performance of the synthesized multiplier including the

camouflaged cells with worst timing. The left-most bars state the results of the synthesized mul-

tiplier using the foundry provided standard library. In the first iteration (the group of bars number

1), only one camouflaged cell is randomly included, alternating its use with the foundry-provided

one. Synthesis results show a timing overhead although the critical path is not modified. Possi-

ble penalizations appear due to fanout changes, even if gates in critical path remain the same.

Further iterations are required to minimize this effect.

Fig. 49b) shows the results for the ripple counter. For this circuit, the algorithm runs with

an increased number of iterations in order to optimize timing performance. Results from a set of

solutions show enhanced timing performance or null overhead when proper cells are generated.

In contrast, power consumption increases in three of the four cases.

Fig. 49c) shows results associated with the thermometer decoder synthesis. The algorithm

achieves less than 2% timing penalization for all cases and a zero penalty for the first obfuscation,
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Figure 50. Performance summary of some cryptography related circuits when
obfuscation is applied. These measurements are given by per-unit comparison
with the initial synthesis performance. Specifications are presented as follows:
blue bars indicate area, red bars indicate power, and orange bars indicate
timing. a) Results on a galois field multiplier (GF8). b) Pseudo random sequence
generator (PRBS). c) Key establishment core (KEC).

considering large tolerance on critical paths. Besides, the algorithm achieves low timing penalty

with no penalization in power performance for the last level of obfuscation.

3.4.2. Obfuscation of some cryptographic related circuits. Cryptographic

functions are one of the most critical security implementations. These functions process sensitive

data from top-level executions. Some cryptographic algorithm examples are involved, such as key

handshaking and encryption. Reverse engineering focuses on extracting digital behavior of data

ciphering in order to have an algorithmic approximation of these functions.

Although cryptographic algorithms are generally well known, many different implementations

are possible depending on what a designer wants to optimize. These multiple options should be

carefully designed to avoid implementation vulnerabilities. However, an attacker can unveil back-

doors [65] through a reverse engineering process enabling cryptographic function manipulation or

even possibilities of adding/disabling functionality [12].

We present three circuits involving cryptographic functions as examples. The first circuit is an

8-bit Galois field multiplier (GF8), that can be used in Rjindael and advanced encryption standard

(AES) scheduling schemes [66,67]. The second one is a pseudo-random binary sequence gener-

ator (PRBS which generates an Nth-order cyclic random bit stream) which is based on a variable

length linear feedback shift register(LFSR) [21]. PRBSs can be used as post-processing stage in
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true random number generators (TRNG) [68] or also as a source of cryptographic keys by using

a random seed for low level security protocols. Finally, the third circuit is a lightweight symmetric

key establishment core. This core provides synchronization of private random key across a public

channel [21].

Considering AES algorithm, best threatens still remain computationally infeasible. However, if

an attacker finds a backdoor in the implementation, the attacker can exploit the behavior or inject

backdoors at foundry-level. A similar situation is present in a PRBS used as post-processing

stage. Even if the entropy source is well distributed, a PRBS manipulation could result in a

bias of output data. A similar scenario can apply to key establishment core. Consequently, an

obfuscation in a physical level adds a level of security by hardening the process of knowing the

actual implementation.

The establishment core is based on synchronizing property of neural networks learning from

each other. The block has a serial data flow and weights are loaded in parallel at random using

a PRBS generator. After initialization, a serial input is applied and one output bit is computed

based on parity of hidden units. When two neural networks have their corresponding outputs, a

comparison is performed, updating weights only if outputs agree. Synchronization is achieved in

time establishing a common key, which means weights are aligned or equal. An advantage of this

synchronization feature is that enables a fast update of the common key when the security system

requires it.

Fig. 50 shows synthesized results for cryptographic circuits for four different versions of ob-

fuscation where circuits sequential behavior enables the use of obfuscated latches. Fig 50a), Fig.

50b) and Fig. 50c) show results for Galois field multiplier, PRBS, and key establishment core

respectively. For all circuits, the first obfuscated version shows a reduction in power consumption

but it is not consistent in remaining versions.

Despite increasing obfuscation level, timing overhead is maintained as low as 1% for all cases.

In contrast, power overhead increases as obfuscation level do, with 4% in the worst case. One

interesting result is that power overhead for the PRBS can also be mitigated not only in the first

obfuscation level but also in the second version implementation. A similar power reduction is

observed in Fig. 49 for the thermometer decoder case.
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Figure 51. Performance summary of camouflaged processor circuit using
RISC-V ISA with the proposed technique. These measures are given by per-unit
comparison with the initial synthesis performance. Blue bars indicate area, red
bars indicate power, and orange bars indicate timing.

3.4.3. Top level RISC-V implementation Top level execution mentioned in the previ-

ous subsection typically involves a general purpose processor. In security schemes, architectural

extraction of cryptographic interfaces inside a processor is necessary to understand execution

usage. Consequently, a security system requires obfuscation of application-specific circuits as

well as of the general purpose processor.

A processor using an RISC-V RV32IM instruction set architecture is obfuscated with pro-

posed design flow. The processor architecture was implemented in a 32-bit microcontroller [69].

The datapath is composed by an instruction decoder, a register file, an ALU and a multiplica-

tion/division module, and a basic interrupt controller. Memory interface controls memory opera-

tions and fetches through an AXI-4 lite master interface.

Synthesized results for different obfuscated versions of the RISC-V processor are shown in

Fig. 51. In these results, power consumption is decreased up to 5% using lower obfuscation

complexity. As expected, timing is gradually compromised when obfuscation complexity increases

reaching values around 2%. Although results are promising, results also indicate that larger digital

circuits impose a higher effort in optimization of timing overhead, resulting in possible higher

overheads as indicated in Fig. 51.

Based on the results shown in section 3.4.2 and current section, the algorithm achieves a

power consumption reduction for the first obfuscation level in all circuits. This reduction is due

to that some generated cells might present lower power consumption than the ones in a original
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Figure 52. Thermometer decoder obfuscated layouts using camouflaged cells.
Detection software uses one type of NOR cell layout for circuit detection.
Successfully detected cells are highlighted in blue and not detected ones are in
red. a) Layout using one NOR cell, which is mostly detected. b) Layout using
multiple camouflaged NOR cells with less than half detected cells.

standard cell library usually designed for speed or density, which means an obfuscated design

could have better power performance than an original considering the new mixing of speed- and

power-based cells. Although there is possible to get better power performance, non-critical paths

using the original speed-based cells can get their timing impacted. For a better timing-power

tradeoff, the algorithm could compare the performance of generated cells vs original ones after

characterization and add power and timing constraints to keep a balanced tradeoff. In this way,

we could optimize an obfuscated design in both timing and power considering the new available

cells.

3.4.4. Processing obfuscated layouts Layouts for all synthesized circuits are gen-

erated for processing purposes, using the original netlist and the four obfuscated ones. Training

patterns for image processing tool used [70], are the optimal layouts of every standard cell. Op-

timal layouts are chosen considering information is usually available for an attacker. Detection

ratio of the processing tool is obtained by comparing the number of existent standard cells in the

original layout and the ones detected by software.

Some pictures are added to graphically describe the obfuscation concept. In the layout in Fig.

52a), two different kinds of NOR2D1 are used and the software is not able to identify all existing

NORs in the circuit. A promising result is obtained by increasing the number of different layouts

for the same NOR as shown in Fig. 52b). In this case, the image tool identifies only 3 NOR cells
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Figure 53. Obfuscation highlighting on KEC (1) and RISC-V processor (2). a) is
a layout that is generated using a standard library. b) shows an obfuscated
layout using two different kind of standard cell layouts per gate, c) uses three,
and d) uses four different layouts.

leaving 4 NOR cells unidentified proving that the method can obfuscate the hardware resulting in

a detection ratio less than 50%.

Fig. 53 presents layouts for KEC and RISC-V processor graphically exemplifying the result

of increased obfuscation level. Original layouts are appreciated on version a). Different levels of

obfuscation are applied to the layouts and highlighted in different colors. Optimal standard cells

are shown in blue, second alternative non-optimal cells in red, third alternative in green, and fourth

alternative in pink. Version labeled b), for both circuits, is obfuscated with only two different types

of layouts for every cell. Layouts became fuzzy when obfuscation level increased resulting in a

random distribution, as indicated in Fig. 53 c) and d). Final level is observed at versions d) where

the position of optimal cells is almost imperceptible.

Table 20 and Table 21 show detection results for the thermometer decoder and the 4-bit

counter. Since the thermometer decoder is a combinational circuit, Table 20 shows results for

INVD NAND and NOR. The detection ratio is clearly affected by obfuscation decreasing to less

than 50% in some cases. For the 4-bit counter, Table 21 additionally shows results for DFD (flip-

flop) due to its sequential behavior. The obfuscation process is still consistent and the detection

ratio is reduced to less than 50% in many cases.

Table 22 summarizes detection results for cryptographic circuits. Table 22a) and Table 22b)

show how detected cells are always less than existent for Galois multiplier and KEC respectively.
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Table 20. Thermometer decoder detection results

Thermo 1
Detected Existent Ratio (%)

INVD1 16 28 57.14%
NAND2D1 4 9 44.44%
NOR2D1 7 7 100%

Thermo 2
Detected Existent Ratio (%)

INVD1 16 28 57.14%
NAND2D1 4 9 44.44%
NOR2D1 4 7 57.14%

Thermo 3
Detected Existent Ratio (%)

INVD1 15 28 53.57%
NAND2D1 7 9 77.78%
NOR2D1 3 7 42.86%

These cryptographic circuits include latch cell LND which presents a similar detection ratio com-

pared to combinational cells. However, increasing level of obfuscation seems to negatively affect

detection ratio for more complex circuits such as KEC.

The most representative case can be seen in number of inverters in Table 22 b) where in the

first version the detection percentage is 58.55% whereas in the third version ti goes up to 70.78%.

This apparent increment in detection ratio is caused due to wrong detections of software. Fig. 54

illustrates this issue, where an actual inverter in red, a latch in blue and a wrong detected inverter

strike through in blue are highlighted. The processing tool detects the inverter at the output of

the latch as a single inverter causing a larger number of detected inverters. This wrong detection

is also observed in NOR cells, detected as NAND but maintaining a detection ratio around 50%.

This result can be seen as an additional obfuscation where similar layouts produce a look-alike

effect in the processing tool without affecting original obfuscation level.

An analysis of the layout of RISC-V processor is also carried out. Table 22c) partially summa-

rizes detection ratio where similar results to previous experiments are observed. Only a portion

of layouts is analyzed due to resolution limitations in available tools. Results show inverter count

increases with the level of obfuscation due to the look-alike effect and general detection ratio re-

mains near 50 %. Even though partial layout analysis is performed, outcomes are representative

considering detection ratio is congruent when different parts of the layout are processed.

Some interesting conclusions can be drawn from discussed experiments. Partial analysis
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Table 21. 4-bit counter detection results

4bitrip 1
Detected Existent Ratio (%)

INVD1 7 12 58.33%
NAND2D1 2 8 25.00%
NOR2D1 6 14 42.86%

DFD1 2 4 50.00%
4bitrip 2

Detected Existent Ratio (%)
INVD1 5 12 41.67%

NAND2D1 3 8 37.50%
NOR2D1 11 14 78.57%

DFD1 1 4 25.00%
4bitrip 3

Detected Existent Ratio (%)
INVD1 7 12 58.33%

NAND2D1 4 8 50.00%
NOR2D1 11 14 78.57%

DFD1 1 4 25.00%

Figure 54. Example of wrong inverter detection. Latch output stage is mistaken
by an inverter during netlist extraction phase.

of processor layout causes an increment over 100% of the number of inverters as indicated in

Table 22c): due to the layouts of some NAND and NOR cells are truncated at the image edges.

This truncation causes an incomplete NAND layout to look like an inverter layout, resulting in an

incorrect detection. In addition, the proposed algorithm does not achieve the expected reduction

in detection percentage, with an increment of obfuscation level caused by software mistakenly

recognizing some cells, which can be easily verified in small circuits. n complex circuits such

as the processor or the establishment core, there is no easy way to verify an actual detection,

highlighting the need to explore other software for further verification and development.

Table 23 presents a brief comparison with some related works. The proposed alternative adds
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Table 22. Detection results on cryptographic circuits and RISC-V processor

a) Galois field multiplier
GF8 1

Detected Existent Ratio (%)
INVD1 117 163 71.77%

NAND2D1 51 105 48.57%
NOR2D1 117 264 44.31%

LND1 23 48 47.97%
GF8 2

Detected Existent Ratio (%)
INVD1 109 163 66.87%

NAND2D1 53 105 50.47%
NOR2D1 115 264 43.56%

LND1 32 48 66.66%
GF8 3

Detected Existent Ratio (%)
INVD1 104 163 63.76%

NAND2D1 68 105 64.76%
NOR2D1 122 264 46.21%

LND1 34 48 70.83%

b) Key establishment core (KEC)
KEC 1

Detected Existent Ratio (%)
948 1619 58.55%
977 1853 53.8%

1733 3452 50.20%
334 690 48.4%

KEC 2
Detected Existent Ratio (%)

1061 1619 65.53%
1023 1853 55.2%
1617 3452 46.84%
297 690 43.04%

KEC 3
Detected Existent Ratio (%)

1146 1619 70.78%
1026 1853 55.36%
1562 3452 45.24%
320 690 46.37%

c) RISC-V RV32I processor (partial)
RISC-V 1

Detected Existent Ratio (%)
1083 1097 98.72%
484 1179 41.05%
1183 1916 61.74%
245 408 60.04%

RISC-V 2
Detected Existent Ratio (%)

1505 1080 137.19%
397 1191 33.67%
941 1896 49.11%
247 420 60.53%

RISC-V 3
Detected Existent Ratio (%)

1657 1090 151.04%
338 1183 28.66%
833 1898 43.47%
210 413 51.47%

Table 23. Comparison with some related works.

Spec. % Overhead(worst case)
Area Delay Power

[71] >20 - >17
[14] >12 >20 >100
[58] Null > 17∗∗ > 40
[72]∗ >50 > 50 > 50

This work Null 1 4
∗ Using 25% of obfuscated cells.

∗∗ Cost function, delay and power consumption included.

one of the smallest overhead in terms of delay and power consumption. As the other approaches

can provide a stronger security level, the proposed camouflage can be used as an addition in

order to increase the security level without impacting resources usage or even as a complement

in order to maintain security level but reducing the associated overhead.

Rajendran et. al [14] studies the security level in a layout level camouflage technique. Ra-

jendran et. al uses a look-alike technique to camouflage NOR and NAND gates achieving a

high-security level. The authors estimate the security level considering an attacker can only ex-

tract only part of the netlist due to the function of camouflage cells cannot be revealed. With this

assumption, the work achieves a security level of 292 but with a high overhead particularly in

power consumption with a value over 100%. Our proposal works in a similar way due to we use

a layout level camouflage. The main difference is that we camouflage not only NAND and NOR

but latches, flip-flops, and inverters. In this way, when an attacker tries to extract the netlist, more

unknown functions will appear. Therefore, our proposal can achieve a similar security level but

increased by the number of camouflaged cells as follows (N-1)*292 where N is the number of
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camouflaged cells greater or equal to two. In addition, the associated overhead in our proposal is

one of the lowest in the state of the art.

3.5. CHAPTER SUMMARY

Several obfuscation techniques are found in literature, providing alternatives to counter different

threats in IP protection. These alternatives should not only provide protection but performance

and cost efficiency to enhance deployability. The proposed method mitigates timing performance

by keeping away slower cells from critical paths with a zero area penalty.

The proposed algorithm enables one of the smallest power and delay overhead, in the state of

the art, when applied over cryptographic primitives and in a 32-bits RISC-V processor. Moreover,

experiments with a large cell library and complex circuits proved the small set of used camou-

flaged cells are representative of the large set. Finally, the obfuscation results demonstrate that

large VLSI IPs can be protected including a reduced overhead.

Obfuscation results show a reduced detection ratio as obfuscation level increases. In complex

circuits, detection ratio seems to remain unaffected by the obfuscation level due to a look-alike

effect. However, this effect does not reduce method effectiveness but it could be favorable con-

sidering a detection of NOR cells as NAND cells will produce an incorrect netlist, for instance.
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4. ROW HAMMER ATTACK REDUCTION USING DUMMY CELLS

This chapter describes a low-cost and low-complexity alternative to reduce the occurrence

of Row-Hammer attacks. The detection of an undesired attack is based on the use of an addi-

tional memory cell —called dummy cell—, bearing a larger leakage current and therefore a higher

sensitivity to cross-talk and coupling noise. The proposed scheme achieves detection based on

larger pass transistors and smaller storage capacitors. Dummy cells might be distributed across

whole memory to hinder possible association attacks. Simulations on a 65nm CMOS process

were performed in order to validate the proposed alternative. Process variations for coupling

and interconnections were taken into account in a 64x64 memory array, such that the results are

congruent with a memory dedicated, state-of-art, 28nm process. One of the most outstanding rel-

evant aspects of the proposed solution is the reduced additional hardware space required, since

it occupies less than 0.1% of the whole memory.

4.1. INTRODUCTION

Reliability in integrated circuits has become a key concern due to undesired technology scaling

effects [15]. Testing solutions for integrated devices could guarantee the required reliability, but

time-to-market pressure and competition reduce available time to exercise exhaustive verification

[73]. As a result, shortened testing times increase unexpected failures in final products triggering

a reduced market life or security issues [74]. The memory shrinking trend has brought to existence

higher and more complex interactions among memory cells and reduced retention times. DRAM

memories, as a case in point, have been affected by device miniaturization and reduced testing

time [74, 75]. This scenario increases failure mechanisms associated with static and dynamic

leakage currents and cell-to-cell couplings due to cell state transitions [15], implying the need

for more complex models [74]. However, the question remains whether it is feasible to model all

possible scenarios, including those that do not correspond to a regular operation [15,16].

Fig. 55 illustrates how consecutively reading a specific row in DRAM memories, the stored

information can be modified [15]. Coupling noise in adjacent rows increases the leakage current

of memory cells when a specific memory address is repeatedly opened (or activated), read and
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Figure 55. Coupling noise effect in high-density DRAM memories. Technology
scaling has increased coupling effects which are exacerbated by PVT variations.
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closed. This increased leakage current can cause disturbance errors in memory devices. In fact,

the coupling between word lines can cause bit flips or data corruption, considering the read word

line as an attacker, and the adjacent one as a victim. The latter disturbance is often considered

to be the worst defect on computer system quality expectations [76].

The phenomenon of increased leakage current in adjacent rows cells is called row hammer-

ing. Recently, many works have shown how row hammering causes bit flips in modern DRAM

chips. Kim et al. [16], found that 110 out of 129 DRAM modules fabricated between 2012 and

2013, which were under analysis, presented high vulnerability to row hammering. Therefore, they

constructed a user level-program that flushes the cache-line while accessing a specific address,

showing the existence of disturbance errors in DRAM memories used for field programmable gate

array (FPGA) platforms.

At a higher system level, a team of security analysts employed by Google (Project Zero) [17]

studied the row hammering phenomenon in an x86 platform. In this case, Project Zero used

a refined technique based on the work of Kim et al., demonstrating that is possible to achieve

privilege escalation either to escape from native client sandbox or to access all physical memory.

Besides, Gruss et al. [77] developed remote attacks based on software using a website with

JavaScript. Gruss et al. carried out an automated attack that remotely gained unrestricted access

to systems of website visitors. More vulnerabilities such as the illustrated in Fig. 2 have been

unveiled by Goodin [78]. This publication deals with the possibility to trigger row hammer attacks
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Figure 56. Illustration of a DRAM row hammering attack. Booby-trapped videos
or documents can be used to trigger row hammering attacks and enable
privilege escalation.
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using booby-trapped videos and documents. These alternatives might enable attackers to create

bit flips to exploit buffer overflows and other software weaknesses. This discovery means that to

get privilege escalation, an attacker can manipulate a video as Fig. 56 shows.

Literature has shown row hammering related bugs in DDR3 silicon since 2010, but the com-

puter industry has claimed that the row hammer bug had been resolved in DDR4 memories.

However, Lanteigne et al. [76] introduced a brute force attack test that applies to any computer

system. Lanteigne et al. found faults in DDR3 memories and also designed a test for DDR4

memories, finding flaws in 8 out of 12 DRAM modules.

Actually, the row hammering bug has not yet been solved although literature shows differ-

ent proposals to protect the legacy and future devices. In the case of legacy DRAMs, an initial

approach is to increase the refreshing rate at the expense of resources overhead, but devices

can still present flaws. Considering that the main idea of an attack is to bypass the cache, other

solutions at the software level include reducing the time to activate error correction algorithms or

restricting access to CFLUSH instruction. Other software level complex strategies involve the cre-

ation of kernel modules and additions to the bootloader [18, 19] but solutions can be dependent

on architecture or can include huge overheads for low-performance devices.

In regards to mitigation hardware approaches, proposed solutions include deterministic and
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probabilistic row refreshing depending on how often a specific row is activated to prevent bit

flips in adjacent rows [15, 16]. Some of these solutions are proposed as optional modules in

DDR4 memories, which implies some devices are unprotected. The reason to use these solutions

as optional models is to avoid the addition of new hardware and the subsequent unacceptable

overheads.

This work adopts a hardware approach by including a dummy cell which has a higher suscep-

tibility to leakage current than standard memory cells. The information in dummy cells remains

the same under normal operation so that the memory controller can identify a row-hammering

attack if the information changes. Simulation results in a 65nm CMOS standard technology prove

the viability of the concept. Such results can be extended to a state-of-art RAM dedicated pro-

cess [79,80].

4.2. RELATED WORK

Since the initial reports on row hammering attacks, different mitigation strategies have been pro-

posed. Countering strategies have to consider existing and future memory devices, which implies

that solutions should vary depending on the application. For existent memories, an initial soft-

ware strategy consists of reducing the refresh interval to avoid data loss or corruption. In this

solution, the memory controller operates with a refresh interval of 32ms instead of the standard

value of 64ms. However, many works report the row hammering bug is still present in devices

using this solution. Moreover, a refresh operation is expensive, and some works have proposed

smart refreshing strategies to even increase the refresh interval [81, 82]. A second alternative is

reducing the time to activate error correction algorithms. The interval of error corrections affects

the error rate, thus diminishing the time interval can mitigate induced errors by the row hammer

bug. Nonetheless, these software strategies can introduce large performance overhead [83, 84],

reducing their effectiveness in practical applications.

Flexibility and easy implementation of software strategies have motivated some authors to

propose alternatives to reduce possible overheads and enhance deployability. One strategy con-

sists of blocking CFLUSH instructions limiting the number of cache misses. However, Aweke

et al. [18] have demonstrated a CFLUSH-free attack that makes CFLUSH-based strategies no

longer valid. The authors carried out several other types of attacks in order to defeat some exist-
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ing protections, and end up proposing a Linux-based strategy in which a new kernel module for

Intel x86 architectures is used to track the location of DRAM row access out of the last-level cache.

The proposed solution reduces the number of false positives and introduces only 1% performance

overhead, but, the kernel operates in Intel architectures only, and there are no developments for

other ones.

Dealing with the issue of an operative system (OS) compatibility, Brasser et al. [19] propose

a bootloader-based strategy. Brasser et al. designed a bootloader extension that makes vulner-

able memory regions unavailable to the OS. This solution is compatible with different OSs, and

reduced bit flipping probabilities but at the expense of losing an amount of memory that may be

unacceptable for embedded applications. In addition, aging and extreme operating conditions

lead to new vulnerable memory regions making the protection no longer valid. To overcome this

limitation, Brasser et al. propose a strategy at a kernel level, that supports x86 and ARM archi-

tectures, which focus on mitigating the effects of bit flipping instead of avoiding bit flipping itself.

This strategy ensures that exits at least one row between a memory row with high-security level

and an attacker one, avoiding critical bit flips. All these software strategies imply a high complex-

ity implementation and none of them are universally compatible, resulting in the need for more

strategies to secure unprotected scenarios.

Hardware strategies proposed in the literature, meanwhile, divide into two approaches: counter-

based and probabilistic-based row refresh. The counter-based approach, such as target row re-

fresh (TRR), and counter-based row activation (CRA) [15], repose on counting the number of

times a row (aggressor) is opened. When the count surpasses a threshold, a control signal indi-

cates that some rows (victims) must be refreshed. This threshold based on the row hammering

threshold (RHth) deals with the technology used and can be expressed as follows [15]:

RHth =
β − 1

α− 1
×Mmax (3)

where β is a factor used to guarantee an adequate refresh time, α is a constant that represents

the number of times the leakage current of a memory cell increases under the row hammer attack,

and Mmax corresponds to the total possible number of activation in a refresh rate which can be

1.3 million considering the common refresh interval of 64ms. Furthermore, assuming α = 11 (α

can vary from 4 to 11.7) and β = 2, the RHth results in 130K which agrees with the work reported
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Figure 57. Dummy cell with reduced capacitance and increased transistor size.
A dummy cell with these attributes experiments higher leakage in pass transistor
and reduced storage capacitor which in turn it enables a decreased retention
time.
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Figure 58. Different types of dummy cells. Similar susceptibility can be achieved
in a cell with doubled-sized transistor and reduced capacitance than in a cell
where capacitance remains unchanged and transistor is even wider.
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by Kim et al. [16]. Besides, Kim et al. [15] state that for future technologies, this threshold can be

in the range of tens of thousands.

The main disadvantage of counting to activate a control signal is the high-performance over-

head due to the need of including one counter per row and extra memory storage. Seyedzadeh

et al. [85] address this issue using a counter-based tree (CBT) that determines ”hot” rows or ag-

gressor rows. In this way, the authors optimize the number of counters, assigning counters only

to the rows that require tracking and triggering a refresh operation. Although this CBT technique

reduces the number of counters, the need for extra storage results in considerable overhead.

Reducing the need for more hardware is crucial to enhance deployability of hardware-based

strategies. A reduced hardware overhead approach consists of using a probabilistic approach
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instead of a deterministic one. Some proposals such as pseudo-target row refresh (pTRR), prob-

abilistic row activation (PRA) [15] and probabilistic adjacent row activation (PARA) [16] base their

operation on the activation of the victim rows with low probability each time an aggressor row is

activated. The activation of an aggressor row launches a random number generator to determine

the activation of victim rows. A probabilistic approach avoids the need for extra storage; however,

it also generates unnecessary row activation [85], besides needing a reliable random number

generator.

4.3. DUMMY CELL BASED MITIGATING STRATEGY

This work proposes an alternative at circuit level to reduce the effectiveness of row hammering at-

tacks allowing software and hardware compatibility. The proposed strategy consists in connecting

a dummy cell to the word line of a victim row, as Fig. 57 shows. This extra cell, on the right side in

Fig. 57, is similar to a standard memory cell but more susceptible to leakage. This characteristic

can be achieved by implementing a transistor of twice its nominal value size, and a capacitor of

a half its capacitance. A wider transistor has a larger leakage current that, combined with the

reduced storage capacity, results in a cell with a decreased retention time.

A cell with this particular attribute is useful as an indicator of a possible attack because: first,

the dummy cell must be pre-charged to a logic level one (1) during the refresh phase; in this case,

the memory controller must ignore the dummy cell in the attacker word line. Then, if an attacker

carries out a malicious memory access, the dummy cell in the victim row will experiment a larger

leakage current than a standard cell, its capacitor discharging at an increased rate. Therefore,

the information stored in the dummy cell is corrupted before that of the standard cell.

If the memory controller senses the output data of dummy cells, the respective victim row or

those nearby can be refreshed when the controller detects a logic zero. This new refresh avoids

a possible bit flipping, preventing data corruption. Moreover, this method avoids the need for an

increased refresh rate because the memory controller only refreshes the critical rows.

One important characteristic of the proposed alternative is the fact that it does not include

more complex hardware, because it only uses slightly modified cells. Also, dummy cells can be

placed in specific memory locations to protect critical information, or in a random way across the

whole memory. It is important to highlight that the memory structure is not altered, and thus it is
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Figure 59. Accelerated discharge process using a high-leakage dummy cell.
During a row activation, coupling noise in near rows induces a higher leakage
current in dummy cells, causing a faster lost of capacitor charge that in standard
memory cells.
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difficult for a hacker to find unusual hardware that might catch his attention.

4.3.1. Enhancing deployability of the dummy cell approach Capacitor re-

tention time is of the utmost concern in modern DRAMs. Variability in this specification makes

testing routines time-consuming and complex [74, 75]. Hence, DRAM cells’ capacitor go through

an optimization process in order to give robustness to their retention time, reducing susceptibility

to leakage, for instance.

Considering the optimization process over a cell capacitor, a modification in its value can

result in an excessive performance degradation. Therefore, the dummy cell proposal requires an

exhaustive verification under different test patterns, although simulations with a transistor twice its

size and lower capacitance show consistence.

Figure 58 depicts an alternative to enhance robustness of a dummy cell. The figure shows a

cell equivalent to the original proposal, maintaining the capacitor size but with a wider transistor.

A transistor four times its original width creates a similar leakage susceptibility in the cell. The

advantage is that a cell of this type can consist of standard transistors in parallel which means

no need for additional sizing. In this way, we guarantee an early alert monitoring cell avoiding
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Figure 60. Circuit level designed testbench to emulate row hammering attacks.
The induced leakage phenomenon is introduced with an RC coupling model and
all memory cells are pre-charged to VDD. Cells capacitor voltage of near rows
are monitored when a specific row is repeatedly activated.
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incompatibilities with standard RAM-dedicated fabrications processes.

Figure 59 shows how the dummy cells experiment a larger leakage current under a row-

hammering attack. The figure illustrates how a memory array can include any type of dummy

cell to monitor a specific row. As both dummy cells experiment similar leakage susceptibility, the

dummy cell type II can provide the same functionality as the original idea, but using a standard

capacitor value.

4.4. RESULTS

In order to validate the proposed technique, transient simulations were carried out on an array

of 64×64 memory cells, including one dummy cell per row. The array includes a distributed RC

network that simulates coupling between adjacent rows, as Fig. 60 shows [86]. Moreover, a

capacitance between word lines one and three was added, aiming to simulate coupling due to

higher metal interconnections —the value of coupling elements was obtained from technology

files—.

The DRAM array was implemented in a 65nm CMOS standard technology, and the results

could be extended to a state-of-art RAM dedicated process [79, 80]. A RAM process is opti-

mized to reduce CMOS high order effects, so cell transistors are designed to have low leakage
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Figure 61. Induced leakage current in the pass transistor of a standard memory
cell and two different sized dummy cells. Leakage current is higher in dummy
cells and it can be increased with wider pass transistors.
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Figure 62. Discharge process under the influence of coupling noised in a DRAM
array. Transient discharge behavior is extracted under different process corner:
a) Typical case b) Fast NMOS and capacitor corners, at high temperature, and c)
Slow NMOS and capacitor corner, and low temperature.
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current (as a first alternative to mitigate row hammering). Therefore, memory-dedicated tech-

nologies have devices with reduced current-capability and performance regarding conventional

CMOS processes. Furthermore, in spite of a conventional 65nm process having a larger parasitic

capacitance than a 28nm process, the former has higher current density, leading to an increment

of the total performance.

The proposed method is based on increasing cell leakage current sensitivity due to coupling

noise under a read operation. Accordingly, the first simulation is related to the quantification of the
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Figure 63. Discharge process in different sized dummy cells due to coupling
noise in a repeatedly read operation. An accelerated capacitor discharge rate is
observed as the cell-transistor’s width increases.
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Figure 64. Discharge process under the influence of coupling noised in a DRAM
array. Transient discharge behavior is extracted under different process corner:
a) Typical case b) Fast NMOS and capacitor corners, at high temperature, and c)
Slow NMOS and capacitor corner, and low temperature.
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leakage current through the pass transistors of a standard cell and different sized dummy cells, as

Fig. 61 shows. For the standard cell, dimensions of the pass transistor and the storage capacitor

are 800nm×65nm and 56fF respectively. For 2× and 4× dummy cells, the pass transistor has

twice and four times the width of the standard cell’s, while the storage capacitor is half the former.

When an attacker row is accessed (word line one), cells on victims rows are partially activated

through coupling capacitances CC . Each transition of row one will produce a peak voltage on

victims rows, that increases the sub-threshold current of each access transistor. As a result,
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storage capacitors are gradually discharged until bit flipping is achieved. As Fig. 61 shows,

maximum leakage for dummy cells doubles every time the width of its pass transistor is doubled,

such that when an attack is carried out the discharge process of the storage capacitor is faster.

Access frequency is 1GHz, producing a maximum leakage current of 1µA for a standard cell while

reaching 3µA and 5.8µA for the 2× and 4× dummy cells respectively.

Independently of the operation mode, DRAM cell retention time has to be higher than a refresh

interval. In a state of the art DRAM memory, a distribute refresh operation is generally adopted

which leads to a refresh interval cycles of 7,8µs [87]. Therefore, proper operation of a DRAM

memory cell implies a retention time greater than this interval. A dummy cell under a row hammer

attack needs to have a retention time less than the refresh interval cycles. Simulations of the

retention time of standard and dummy memory cells in victim rows under process and temperature

variations are shown in Fig. 62. Blue wave-forms correspond to the capacitor voltage of the

standard cell, and red lines represent dummy cell discharge. Process variations cover NMOS’,

and capacitor’s fast and slow corners and the temperature was varied from -40 to 120 ◦C.

The threshold for the memory controller alert is set to VDD/2 because in a read operation, the

bit line is pre-charged to this value. A logic high is sensed when the voltage is greater than VDD/2

and vice-versa [88]. Fig. 62 shows that the dummy cell loses its charge with an increased rate,

ensuring that capacitor voltage Vc crosses the threshold before the standard cell one does, in less

than 7,8µs. It means that the information stored in dummy cells is corrupted with enough time

in advance, such that the memory controller can refresh the row (or the whole array) preventing

information loss. Moreover, when the dummy cell crosses the threshold, the voltage of the stan-

dard cell is 300mV larger for the worst case, thus ensuring that information is not corrupted when

refreshing or reading.

The concept of the cell increased leakage susceptibility considering a wider transistor and

a lower capacitance can be applied without affecting the capacitor value. If the cell’s capacitor

remains unchanged, an equivalent dummy cell can be designed by raising even more the cell-

transistors width. Figure 63 shows the discharge process of the dummy cell capacitor for various

cell’s transistor widths. As the dimensions of the access device increase the leakage current

rises and the time required to cross the memory threshold decreases. Therefore, a dummy cell

with four times its transistor size alerts of an attack in a similar time than a double sized cell with

reduced capacitance.
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This strategy of using a standard capacitor while having a wider transistor is also validated

in the 64×64 array. Voltage and temperature variations are carried out in order to extract the

voltage and time difference as in the original approach. Figure 64 shows the discharge process

for a dummy cell in red and a standard cell’s in blue. Simulations show consistency over the

different operating conditions, resulting in a minimum voltage difference of approximately 300mV.

Hence, the modified dummy cell also guarantees an early alert with enough time in advance for

the controller to trigger a refresh operation.

A highlight of the proposed strategy is the associated low-hardware overhead. A typical DDR4

memory has 512 bytes (4096 cells) per row [89]. So, if only a dummy cell is added to each row,

there is an increment of less than 0.1% in the whole memory area. Moreover, adding one dummy

cell for each 4096 makes it difficult for a hacker to identify extra security.

4.5. CHAPTER SUMMARY

Row hammering attacks are still possible in modern DRAM chips. Attack mitigation strategies

are not universal, and in some cases, cannot be feasible. This work demonstrates a hardware-

based solution by slightly modifying a memory cell with the addition of an extra dummy in order to

increase leakage susceptibility and using it as an attack indicator. Increased leakage susceptibility

ensures that a dummy cell loses its charge faster enough than a standard memory cell, which can

be used as a refresh indicator when an attack is being carried out.

Main highlights of the proposed method are: no modifications to memory architecture, imple-

mentation flexibility which means dummy cells do not need to be placed in specific areas, and

robustness against process, voltage and temperature variations. The method’s flexibility also al-

lows random placement in order to avoid easy identification by an attacker. Besides, low area

overhead is added with —around 0.1%— considering that only one memory cell needs to be

added per row.

The proposed method can be used along with other mitigation strategies so to enhance secu-

rity. For instance, embedded performance counters in modern DRAM chips allow for the extraction

of additional information in order for the memory controller to perform accurate refreshes. Finally,

since memory architecture is not modified, the proposed method may be applied in tandem with

software strategies.
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5. SUMMARY OF CONTRIBUTIONS AND CONCLUSIONS

5.1. SUMMARY OF CONTRIBUTIONS

The key contributions of this dissertation are the following:

• A detailed implementation of a fully-synthesized key-establishment core with fast rekeying,

featuring two proposed circuit techniques [20,21].

• A fully-synthesized TRNG architecture with a post-processing stage based on a cellular

automaton that achieves fast post-processing and high reconfigurability [22,23].

• A low-cost fully-synthesized multi-throughput TRNG based on a proposed adjustable through-

put oscillator, using an inverter bypass technique [24].

• A methodology to harvest entropy in a fully-synthesizable way from at least two low-cost

entropy sources, offering low-resources extraction (patent request) [24].

• A methodology to camouflage standard cells in order to prevent reverse engineering with

one of the lowest overheads reported in terms of area and delay, featuring an on-fly stan-

dard cell generator [25,26].

• A hardware strategy to mitigate row hammering attacks in DRAM memories with only a

0.2% area overhead and enhanced compatibility with standard DRAM processes (patent

request) [27–29].

All these contributions required extensive verification in software and hardware and an ex-

haustive revision of the state-of-the-art. Additionally, this research work proposed a relaxation

oscillator architecture described in the appendix. The proposed architecture offers low-power

consumption, high start-up energy efficiency and a wide-band operation in contrast to traditional

relaxation oscillators.

5.2. CONCLUSIONS

A secure key establishment is fundamental in any crypto-system. This dissertation has proposed

enhancement in security with two circuits techniques by implementing a variable length PRBS
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with a masked output for a TPM core [20,21]. An advantage of using a TPM core is the low-cost

rekeying associated, which is enhanced with an additional random operation using the proposed

PRBS. The proposed core achieves fast and inexpensive rekeying with low-area and low-power

consumption. A proposed FoM offers the possibility to compare resources usage with state-of-

the-art cores.

Key generation is also important since the security level is measured concerning the entropy

of the key. There are two general approaches to extract entropy in order to generate those keys:

those based on analog circuits and those in the digital domain. Digital domain approaches offer

low-complexity implementations and inherent robustness to process and environmental variations.

This dissertation has proposed different circuits and techniques to achieve a full-synthesizable

architecture that generates high-quality random numbers. The first architecture uses jitter accu-

mulation and ring oscillator multiplexing technique as an entropy source enabling multi-throughput

operation. This dissertation also proposed a post-processing stage aiming at enhancing the ef-

fective throughput of the TRNG. For high-quality random numbers, the ring oscillators require

a large number of stages, increasing the amount of jitter accumulation. Hence this limits the

throughput considering that even with larger rings, the output bits need to be sampled or trun-

cated. The cellular automaton post-processing stage here proposed enhances output quality with

a pure combinational operation [22,23]. However, a frequency coupling between rings due to the

multiplexing scheme introduced a bias in data, degrading output quality. This issue could have

been avoided, using independent enables for the ring pairs.

This dissertation has also proposed a second architecture that maintains the objective of op-

erating with different throughput [24]. Using a modified multi-mode ring oscillator with a bypassing

inverter stage feature, the TRNG provides random numbers at different rates. The proposed

TRNG was taped-out and measured under power supply variations. The multi-throughput archi-

tecture operates with similar statistical behavior to the classical multi-mode approach, passing all

NIST tests. The shortest or fastest ring still present low-quality output numbers. Hence, a next

prototype should include longer stages.

Avoiding reverse engineering requires to obfuscate designs. State-of-the-art obfuscation tech-

niques introduce considerable resources overhead that prevent their implementation. This work

has proposed a layout level camouflage technique featuring an on-the-fly standard cell genera-

tor [25,26]. The proposed method uses timing restrictions to mitigate any possible overhead, and
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it includes null area overhead as the generated standard cell layouts occupy the same area as

the original ones. Results show that the proposed technique can protect IPs with a high-security

level. A possible enhancement is to include power constraints in the obfuscation algorithm to

optimize for power consumption since generated cells might consume less power than original

standard cells. A power consumption reduction is possible, considering the new mixing of speed-

and power-based cells.

A recently reported DRAM memory bug showed potential security issues. The bug appears

when a word-line or address is repeatedly read causing bit flips in adjacent rows. The operation

of continuously reading a specific address cause increased current leakage, triggering the bit-

flipping. Although the industry has proposed some solutions, row hammering is still prevalent in

some modern DRAM chips. Therefore, this dissertation has offered a hardware solution to miti-

gate this bus using dummy or monitoring cells. Two alternatives have been discussed considering

deployability in a standard DRAM process. The first one is to use a monitoring cell with a transistor

cell width twice that of a conventional transistor cell and a capacitor of half the value of a standard

capacitor [27,28]. A cell with these characteristics presents an increased susceptibility to leakage

current so that when an attacker aims to produce a bit flipping the capacitor of a dummy cell dis-

charges before a standard capacitor. If the memory controller systematically stores a logic high

in dummy cells, any change in that information may be used to trigger an attack alert. In this way,

the memory controller can perform a refresh operation before any information loss in the standard

cells.

The proposed row hammering protection has been validated with extensive simulations in

a 65nm CMOS standard technology. The proposed solution is robust against the process and

environmental variations and offers less than 0.2% overhead considering one dummy cell per row.

However, a dedicated DRAM process optimizes the capacitor size to reduce leakage susceptibility.

Reducing capacitor value could generate an excessive leakage susceptibility affecting the normal

operation. This issue could not be verified due to lack of access to a dedicated DRAM process.

Therefore, a second alternative was proposed where the dummy cell experiments similar leakage

susceptibility but keeping the standard capacitor [29]. The second proposal uses a transistor

four times wider than a standard transistor cell which can be implemented using four standard

transistors in parallel. In this way, the dummy cell will only use standard capacitor and transistor

cell sizes, enhancing proposal deployability. The second approach was validated in the same
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way as the first approach with similar results, which indicates that the second approach is also

feasible.

A possible approach to further enhance compatibility with DRAM processes is to use the cells

that a typical DRAM verification process chooses to make unusable due to their high leakage sus-

ceptibility. These unusable or weak cells could be used as an early alert indicator instead of using

the proposed dummy cells. In this way, the monitoring system might use only standard DRAM

cells. Implementation of this mechanism requires testing of fabricated DRAM cells using standard

procedures. Instead of marking weak cells as unusable, the memory controller always stores the

same information in those cells. This information should remain unchanged while memory opera-

tion, hence a row-hammering attack alert appears when those cells lose their information. In this

way, the memory controller can trigger a refresh operation to avoid the bit-flipping in the regular

cells.

5.3. PERSPECTIVES

A particular aim in this dissertation has been to propose security solutions at the hardware level

for restricted cryptosystems. As the number of interconnected devices increase, the need for

robust, flexible and resources efficient cryptosystems is more evident. Recent studies have devel-

oped key establishment hardware approaches using elliptic curve cryptography. In contrast, this

dissertation has proposed a key establishment core using tree parity machine as a light-weight

alternative. However, the recent developments in elliptic curve hardware-friendly implementations

have shown that algorithm optimization can achieve high energy-efficient circuits with low-cost de-

ployments. Therefore, this field of study requires to be explored to identify if a TPM core achieves

better specifications that new elliptic curve implementations. This study is necessary since elliptic

curves are used within well-defined protocols, propelling thus further research.

Development of all-digital TRNGs is a clear trend in the literature. All-digital TRNGs offer

low-complexity implementations, still requiring calibration schemes and even post-processing so

to achieve high-quality standards. This work has proposed two different fully-synthesized TRNGs

which require further research: biased output data evidence low-robustness and the need for

digital calibration to alleviate post-processing and output truncation. Another alternative is to use

an even number of inverter cells which relaxes circuit complexity and enables simpler calibration
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schemes.

Additional analysis is also required in the multi-throughput TRNG. Although the multi-throughput

approach offers output numbers with the required quality for a fixed supply voltage, results showed

how the TRNG is affected by supply variations. Therefore, exhaustive testing for different voltage

supplies must be carried on, checking different operating rates. In addition, temperature variations

must be included to have a complete verification of the TRNG robustness.

Countering reverse engineering is a field that needs continuous research. This dissertation

has proposed a method to camouflage digital circuits at the layout level. The technique requires

further verification with post-fabrication measurements. Besides, the approach here offered can

boost other camouflage methods. Hence, new research combining different obfuscation methods

is needed.

The prevalence of row hammering bug continuous to be a reliability and security threat in

modern DRAM chips. This dissertation has offered a hardware strategy to mitigate it, but further

validations are required. Although the method works well under simulations, it needs additional

verification with a dedicated DRAM process. Compatibility issues are the main topic to evaluate,

and post-fabrication validation is a must. Moreover, proof of concept of the compatibility en-

hancement is required. A standard DRAM testing for fabricated commercial chips is necessary to

identify the targeted cells as well as the design of software compatible with the memory controller

to fully deploy the approach.
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APPENDIX

Appendix A. A 32.768kHz-to-1MHz RC-based Oscillator

This appendix describes a 32.768kHz-to-1MHz RC-based oscillator (RCO) suitable for high-

and low-duty-cycle sleep-mode timers in emerging sensor node applications. In contrast to

crystal oscillators (XO) based frequency references which employ long and energy intensive

restarts, the proposed RCO achieves a 1000X reduction in restarting time. Measurement shows

that the implemented RCO achieves a temperature stability of 68.5ppm/◦C @32.768kHz and

37.5ppm/◦C @1MHz. A proposed autonomous digital scheme uses coarse and fine tuning to

compensate for process and temperature variations. Measurements report an energy efficiency

of 1.46nW/kHz@1MHz occupying an area of 0.055mm2 in a pure digital 180nm CMOS process

node.

Introduction

Emerging IoT sensor nodes demand low-power wake-up timers that perform system duty cycling

so that, during long sleeping periods, the system power decreases. Systems usually employ a

real-time counter (RTC) XO as an always-on (AON) frequency reference for the wake-up timers.

Although off-chip XO offers superior frequency stability, area-constrained and battery-powered

sensor nodes restrict the adoption of integrated oscillators. In addition, each shutdown of the XO

in low-duty-cycle applications is energy intensive, with an approximated consumption of 100mW

over a 100ms start-up time [90].

Fig. 1 shows an RCO within the clock distribution of a current system-on-chip (SoC) for IoT

sensor nodes. The RCO and an XO provide the low-frequency clocks for the AON domain. Based

upon our measurement results for faster start-up times, the RCO may replace the low-frequency

XO as a wake-up timer in future applications. Periodic wake-ups enable the processor core to

perform computation/communication operations at higher frequencies where even an RCO can

be applied. This work proposes the use of the same RCO enabling low-power low-duty-cycle

mid-frequency operations by triggering events of the system to check sensor inputs for data rates
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as low as 1Mb/s.

This low-power wide-band RCO reduces the start-up energy down to three scales lower than

the required start-up energy in an XO. The measured RCO can operate at different frequencies

ranging from 32.768kHz-to-1MHz, with sub-100ppm temperature coefficients. The proposed cir-

cuit has a power control loop with optimized Schmitt trigger inverters to reduce the dominant large

DC-current associated with their slow input slope. A wide-band tuning scheme uses two resistor

banks for fine and coarse adjustment, plus a capacitor bank to provide a coarser variation. A pro-

posed self-calibration scheme enables the RCO operation over a temperature range from -20◦C

to 125◦C with high temperature and voltage stability.
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Relaxation Oscillator Architecture and circuit implementation

A regular relaxation oscillator uses an error amplifier to generate a pulse that charges and dis-

charges an RC bank [91–94]. The oscillator frequency depends on the capacitor discharge

through the resistance and the comparison time with a voltage reference made by an error am-

plifier. However, the amplifier is idle during most of the oscillator cycle and comparison operation

requires a short time. Thus, the amplifier can be turned-off during most of the idle time and turned-

on before the comparison time and, therefore, saving power during almost the whole period [91].

Fig. 66 shows the implemented oscillator with the states diagram of autonomous digital

scheme. Most of the reported RCOs are limited to a specific operation frequency, and here we

propose a wide-band oscillator operating from 32.768kHz-to-1MHz with reduced start-up time. A

power down loop based Schmitt trigger (S1) controls the on and off error amplifier(OP1) cycle.

In contrast to [91], we propose a fixed Schmitt trigger threshold and a tuning digital scheme that

allows faster calibration time.

On the Limits of Power Consumption There are two main circuits that consume

most of the total current. The error amplifier (OP1) and the Schmitt trigger (S1) that controls the

amplifier power-down signal. Due to the control over amplifier operation, the current consumption

in this circuit is less than 1µA over all process variations. Hence, the major part of the current

corresponds to the Schmitt trigger where the slow slope of the RC discharge creates a large DC
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current.

Savanth et. al. [91] proposes an automatic control for the Schmitt trigger threshold with the

aim to optimize the amplifier power consumption. The control requires to estimate the period of

OP1 operation and to adjust a variable Schmitt trigger threshold. They also use the estimations

to adjust the frequency with pre-charged values of resistance tuning. In contrast, we optimize the

Schmitt trigger performance, sizing it to reduce as much of the associated DC current. In addition,

we design a fixed Schmitt trigger threshold for a robust performance over process, temperature

and voltage (PVT) variations, ensuring the amplifier is always active for a precise comparison.

Fig. 67 shows a power break-down of the oscillator when OP1 power control loop oper-

ates and when OP1 is always working. Fig. 67a) and Fig. 67b) show the power break-down

at 32.768kHz and 1MHz. For both operation frequencies, OP1 experiments the higher power

consumption when is always on. When the power control loop operates, the OP1 power con-

sumption is negligible compared to the Schmitt trigger and other blocks. In addition, the behavior

is consistent for both operation frequencies and across PVT variations.

For a further power consumption optimization, the implemented amplifier has a bandwidth

control feature. As Fig. 66a) shows, the digital word Ib varies the bias current turning-on and

off some current mirrors. This digital trimming enables a current consumption of less than 1µA

in low-frequency operation (kHz) but it also enables a higher frequency operation with reduced

propagation delay when using the extra current bias.
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RC Bank Tuning and Wide-Band Operation RCO output frequency relies on the

time constant τ = RC. However, resistance and capacitance variations across process and tem-

perature change the RC time constant –and so the output frequency–, also affecting the temper-

ature stability [94]. The proposed RC bank feature three types of tuning, including a temperature

coefficient tuning.

Fig. 66a) shows the three resistance banks where Rf , Rc and RT correspond to fine tuning,

coarse tuning and temperature tuning . Two 8 thermometer buses adjust the coarse and fine

tuning and an extra resistance control provides the temperature tuning. Rf and Rc banks are

poly resistors and RT are well resistors to help with temperature compensation. Temperature

compensation is a major issue considering the resistance bank change over the frequency range.

We address this issue by tuning the well resistor bank as well.

Considering that the implementation is performed in a pure digital process flavor, MiM-capacitors

are not provided. We implement a C bank with NMOS capacitors occupying a lower area at the

expense of increased sensitivity to process variations and leakage. In addition, a capacitance

control enables a higher frequency range with only a coarse resistance step. Hence, two control

bits provide different operation frequencies with a minimum value of 300fF for the MHz range.
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Figure 70. a) 32.768kHz free-running frequency against supply voltage. b)
1MHz free-running frequency against supply voltage.

Measurement Results

Supply Voltage Robustness The discharge time must be constant to ensure an invari-

ant frequency. If OP1 compares with a constant reference under supply variations, the discharge

time will change due to the comparison can occur after or before the expected time [91]. Thus,

the ideal voltage reference should be invariant to temperature and process but not to supply vari-

ations.

We use a switched capacitor based reference (SCR) which emulates a resistor voltage divider

[91]. The advantage is that an SCR has a better temperature coefficient, occupies less area and

avoids any static current consumption. Moreover, we add a diode reference (DREF) and an

external reference (Bandgap) as alternative options for debugging purposes.

Self-Calibration Feature Savanth et al. [91] uses a calibration method with a pre-loaded

tuning. A counter estimates the time that VCDIG signal lasts in zero with a reference clock based

on a ring oscillator. The calibration system changes the resistance tuning and the Schmitt trigger

threshold if the count is out of a predefined-range. In contrast, we propose an FSM to calibrate for

process and temperature variations counting over the whole cycle of the oscillator. Fig 66b) shows

the states diagram where the reference clock comes from a starved-inverter based oscillator.

The proposed calibration performs an initial count and then adjusts the coarse resistance bank.

Once the count fits within a pre-defined range, the FSM switches to the fine resistance bank and
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Figure 71. a) SCR measured results for 32.768kHz over temperature. b) DREF
measured results for 32.768kHz over temperature.

performs a similar process. The pre-defined range depends on the desired frequency, so we

can adjust them according to the targeted operation frequency. In addition, capacitance tuning

provides the coarsest step, with a fixed value for a given frequency.

The RCO is implemented in a pure logic 180nm CMOS technology node. Fig. 68 shows the

die micro-photograph and annotated layout of the proposed oscillator. Fig 69 illustrates the start-

up transient behavior of the implemented oscillator, showing a settling time of 200µs@32.768kHz

and 4.4µs@1MHz. This fast settling time guarantees a low start-up energy of 72pJ and 6pJ. In

addition, the results show a 1000X reduction in restarting time compared to traditional XO circuits.

This feature enables low-power low-duty-cycle mid-frequency operations at data rates as low as

1Mb/s. Although the RCO frequency is adjustable to operate between 32.768kHz and 1MHz, we

report measurement results for voltage and temperature stability for these extreme frequencies to

summarize performance.

Voltage Stability Unlike Savanth in [91] that implemented variable threshold Schmitt trig-

ger, we implement robust Schmitt trigger inverters which high-to-low threshold is always greater

than reference voltage over PVT variations. Results or show similar voltage stability performance

with reduced complexity. Fig. 70 shows the results for 32.768kHz and 1.768MHz varying the

voltage supply from 1.1 to 2 V. Fig 70a) shows the stability for 32.768kHz where frequency error is

less than ±1% for supply voltages over 1.3V. For supply values less than 1.3 V the SCR reference
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Figure 72. a) SCR measured results for 1MHz over temperature. b) DREF
measured results for 1MHz over temperature.

loses the proportionality, hence, increasing the frequency variation. Fig. 70b) shows a similar

behavior for 1MHz but with higher variation due to the optimization of the threshold at 32.768kHz.

Temperature Stability As expected, variations over temperature are larger than a mim-

cap based RC bank since we based our implementation on a pure standard logic node. We mea-

sured oscillator performance from -20 to 125 ◦C for 32.768kHz and 1MHz using SCR and DREF

references. Fig. 71 shows the performance at 32.768kHz at free running and after frequency

tuning. The increased sensitivity to temperature mitigates with the tuning feature. Frequency er-

ror at high temperatures reduces after tuning, resulting in an average error less than 0.96 %. As

expected, DREF reference presents a higher sensitivity under temperature variations.

Fig.72 shows the performance at 1MHz for SCR and DREF references. At 1MHz, opera-

tion with DREF reference at high temperature presents a stronger sensitivity than at 32.768kHz.

Finally, the tuning feature can reduce high temperature variations to less than 0.5% with SCR

reference and 0.9% with DREF reference.

Performance Comparison Table 24 shows a summary of measurement results and

a comparison of the proposed oscillator to some state-of-the-art circuits. This work achieves

68.57ppm/◦C in temperature stability with frequency tuning and 0.5% voltage stability without any

adjustment at 32.768kHz. The energy efficiency (Power/Freq) at 1MHz is 1.46nW/kHz, which is
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Table 24. Performance summary and comparison.

[91] [92] [93] [94] This Work
Tech (nm) 65 180 180 65 180

Power(µW) 0.92∗

12∗∗ 750 43.2 98.4 0.33+@32.768kHz
1.5@+1MHz

Freq(kHz) 1350 8000 14000 12600 32.768–1024
Area (mm2) 0.005 1.594 0.04 0.01 0.05

Start-up Time
(µs) 10 N./A. N./A. N./A. 220@32.768kHz

4.4@1MHz
Start-up Energy

(pJ) 120∗∗ N./A. N./A. N./A. 72.64@32.768kHz
6.6@1MHz

T. Range (◦C) 0 to 150 -45 to 85 -40 to 125 0 to 80 -20 to 125
T. Coeff
(ppm/◦C) 96 3.85 1900 8200 68.57@32.768kHz

35.714@1MHz
V. Range 0.9 to 1.9 1.7 to 2 1.7 to 1.9 1.1 to 1.5 1.1 to 2

V.Stab
(%∆T/V) 0.49 0.18 0.16 0.07 0.5@32.768kHz

10.23@1MHz

FOM (nW/kHz) 0.68∗

8.89∗∗ 93.75 3.08 7.8 10.07+@32.768kHz
1.46+@1MHz

Start-up FOM
(pJ/kHz) 0.09∗∗ N./A. N./A. N./A. 2.21+@32.768kHz

0.006+@1MHz
∗ Measured at 0.9V ∗∗ Measured at 1.4V + Measured at 1.1V

the second best after the reported by [91]. Energy efficiency is not well scaled with frequency due

to the lower slope at the Schmitt trigger input, however, measurement results show an efficiency

of 10.07nW/kHz at 32.768kHz.

Few papers in the literature report the start-up time of the RCO. This feature is important since

a fast and energy efficient start-up enables low-energy duty-cycle applications by replacing the

slower XO circuits. The conventional figure of merit (FOM) is not able to compare performance

in terms of the start-up energy and settling time. Therefore, we include the start-up time comple-

menting the original FOM as equation (4) shows. Using this new FOM, we obtain a performance

of 2.1pJ/kHz @32.768kHz and 6fJ/kHz @1MHz, being the best reported result considering the

performance comparison of Table 24.

FOM =
Power[nW ] ·Startup[ms]

Freq[kHz]
(4)

Summary

This work demonstrates a wide-band RCO with a fast and energy efficient start-up. The oscillator

includes a Schmitt trigger-based amplifier power control loop and a bandwidth control to optimize

power consumption at different operation frequencies. Measurement results show an energy effi-

ciency of 10.07nW/kHz@33kHz and 1.46nW/kHz@1MHz; as well as 2.1nW ·ms/kHz@32.768kHz

and 0.006nW ·ms/kHz@1MHz start-up energy efficiency. The results show a restarting time of
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220µs@33kHz and 4.4µs@1MHz, which is 1000X less than the required of XO circuits, only

consuming 72pJ and 6pJ energy at start-up. The measured start-up energies enable the applica-

tion of the proposed RCO in high- and low-duty-cycle sensor node applications. The circuit was

fabricated in a pure digital 180nm technology occupying an area of 0.055mm2 and achieving a

temperature stability of 68.5ppm/◦C @32.768kHz and 37.5ppm/◦C @1MHz with the autonomous

digital scheme enabled.
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